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Journal of Integrated OMICS, JIOMICS, provides a forum for the publication of original research papers, preliminary 
communications, technical notes and critical reviews in all branches of pure and applied "-omics", such as genomics, proteomics, 
lipidomics, metabolomics or metallomics. The manuscripts must address methodological development. Contributions are 
evaluated based on established guidelines, including the fundamental nature of the study, scientific novelty, and substantial 
improvement or advantage over existing technology or method. Original research papers on fundamental studies, and novel 
sensor and instrumentation development, are especially encouraged. It is expected that improvements will also be demonstrated 
within the context of (or with regard to) a specific biological question; ability to promote the analysis of molecular mechanisms 
is of particular interest. Novel or improved applications in areas such as clinical, medicinal and biological chemistry, 
environmental analysis, pharmacology and materials science and engineering are welcome. 
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�e last decades have given rise to new genomic 
approaches for the study of uncultivated cells and viruses. 
Micro-organism community structure and diversity from 
inert samples (soil or sea) [1-3] or associated with humans 
and other eukaryotic organisms can now be studied [4-6]. Jo 
Handelsman originally described this as metagenomics, the 
study of all the microbial genomes in a community 
(metagenome) including di5erent species and kingdoms (i.e. 
bacteria and viruses). 

�is culture-independent approach is now widely used to 
study the composition of human microbiome and viriome 
and evaluate their contribution to health. Bacterial cells in 
the human gut are ten times more abundant than the host’s 
somatic cells [7,8] and are in a con:ned space. Studying the 

evolution of bacterial populations in this context with high 
resolution methods will supplement classical techniques 
which are probably able to identify less than 50% of bacterial 
species present [9]. �e greatest part of the human 
microbiome corresponds to the bacterial community in the 
distal part of the gut, while the bacterial load at other 
anatomical sites (i.e. skin and mucosae) is relatively low [10]. 
�e microbiota can shape the development of human gut 
epithelial cells and contribute to our digestion by their ability 
to synthesize enzymes to hydrolyze otherwise indigestible 
oligosaccharides [11,12]. Gut microbiota play an important 
role in the maturation of the intestine [13-17] and act as a 
barrier against pathogens. �ey also inBuence host 
metabolism (drug, amino-acid, lipid and anti-oxidant), 
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Abstract 

1. Introduction 

New DNA sequencing technologies have emerged in the last decade enabling in-depth study of human gut microbiota. �e bacterial commu-
nities inhabiting the gut inBuence our immune development and maturation with consequences for general health. However, the balance 
between host and bacterial community is a5ected by changes in lifestyle. Increasing rates of caesarean delivery, formula-feeding, antibiotic 
treatments, high fat diet, urbanization and hygiene have led to important changes in the colonization of the gut microbiota. Emergent diseas-
es and conditions including asthma, allergies, autoimmunity, necrotizing enterocolitis (NEC), obesity and type I diabetes may be related to 
modi:cations in the microbiota. In this review we focus on studies  related to early bacterial colonization of the gut, and how the evolution of 
gut microbiota during the :rst years of life may lead to new perspectives on the treatment of these diseases. Diet complementation with pre- 
or probiotics in formula or replacement of a disease associated-microbiota with a healthy one are currently the most studied approaches in 
the treatment of microbiota-related disorders. Bacteriophages may provide an alternative means for manipulating gut bacterial communities. 
However, the question is whether we can alter infant gut microbiota without any risk to health. High-throughput sequencing (HTS) tech-
niques give access to the composition of the gut microbiome, and its evolution over time or in response to di5erent circumstances. �is re-
view discusses these techniques, evaluates the impact of microbiome composition on infant development and outlines possible improve-
ments in health care based on this knowledge. 

Keywords: Microbiota; Infant; Gut; Delivery; Feeding; Probiotic; Prebiotic. 
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nutrient absorption as well as immune development and 
response [18,19,15]. �ere is a complex relationship between 
gut microbiome, environment, diet and even genetic 
predisposition to speci:c diseases, especially auto-immune 
disorders [20]. 

In the 20th century, advances in agriculture, transportation, 
urbanization and medical care, among other factors, have 
changed our diet and lifestyle signi:cantly. �ese 
modi:cations may have a deep impact on our gut microbiota 
composition [21] that may be related to the emergence of 
new diseases like asthma, obesity, autoimmune disorders or 
inBammatory bowel diseases in adults and children [22-27]. 
Changes in microbial community structure have been 
observed in many human diseases including type I diabetes 
and inBammatory bowel diseases [23,28-34]. 

Human gut colonization begins at birth with microbes and 
viruses found in the environment and present in maternal 
skin or vagina, depending on the delivery mode. During the 
:rst two years of life, our microbiome and viriome change 
and evolve to a community di5erent from that found at birth 
[35]. A long list of important questions is being addressed in 
this quickly growing :eld by researchers around the world. 
Understanding bacterial colonization of the infant gut as a 
function of environment, genetic composition or phage 
community may help us avoid and manage diseases not only 
in infancy, but throughout life. Will this new genomic 
approach lead to new treatments? Are gut microbiota 
associated with disease as cause, consequence, or both? Does 
the virus population in an infant’s gut play a role in the 
emergence of new diseases? Could manipulation of the gut 
microbiota prevent, treat, or worsen diseases of infants, older 
children or adults? 

2. Tools for physical characterization of microbial 

diversity 

Studying variation in the human gut microbiota is 
currently possible with a range of techniques which are 
decreasing in cost. Many of these techniques have been used 
by ecologists studying soil or ocean microbial communities 
before the explosion of interest in human microbial 
communities. 

2.1 Metabolites based method 

Most methods use nucleic acids as their substrates. It is 
possible, however, to sample microbial populations using 
other molecular substrates. 

Mass spectrometry 

Mass spectrometry (MS) can directly detect the chemical 
products of microbial metabolism. For example, MS shows 
that the gut microbiome has an impact on mammalian blood 
metabolites [36], highlighting the inBuence of the 
microbiome on the drug processing capacity of the host. �is 

method is not yet widely used to study commensal bacteria. 
Introducing MS complements the phenotypic information 
derived from nucleic acid-based methods, and may help us 
to learn more about bacterial metabolism. Because it 
requires no prior assumptions about what molecular 
components will be present, mass spectrometry is an open-
ended technique and allows potential detection of previously 
unknown organisms. 

2.2 Nucleic acid based methods 

Variations in the 16S rRNA sequence allow phylogenetic 
classi:cation of bacterial and archeal species [37]. �e 16S 
rRNA gene is ubiquitous among prokaryotes, and has 
become the main genetic and phylogenetic marker to 
characterize and compare bacterial communities using 
classic techniques or high-throughput sequencing (HTS). 

Polymerase chain reaction (PCR)-based techniques have 
been used to characterize prokaryotic phylogeny since the 
1980’s [38,39]. More recently, PCR has been used to 
complement other methods like Buorescence in situ 
hybridization [40] for the study of microorganism variation. 
In addition to the 16S based approach, bacterial 
communities may be investigated analyzing random 
metagenomic fragments [41]. 

Restriction Fragment Length Polymorphism 

In the 1990’ s PCR with Buorescent primers was used to 
amplify ribosomal DNA [42]. �e resulting amplicons were 
digested with restriction enzymes, and the resulting 
fragments obtained were separated electrophoretically. �is 
method, called Terminal Restriction Fragment Length 
Polymorphism (T-RFLP) has been used to determine the 
microbial composition of samples from ocean crust [43], 
cystic-:brosis a5ected lungs [44], and many other sources. 
�e resolution of T-RFLP is rather moderate, since the 
number of restriction sites in the 16S rRNA genes is limited. 

Automated ribosomal intergenic spacer analysis 

A PCR based method relying on the length heterogeneity 
in the intergenic region spacer of the 16S-23S ribosomal 
RNA was developed by Fisher and Triplett in 1999 [45]. �is 
method, ARISA (Automated Ribosomal Intergenic Spacer 
Analysis), allows for the comparison of bacterial 
communities and provides an estimation of microbial 
richness and diversity from many kinds of samples including 
soil, marine (ocean) or human gut [46-50]. ARISA was used 
in concert with other classical analysis tools to assess a 
correlation between gut microbiome and diabetes in rats 
[51]. �is method is cheaper than most of the others and 
allows a rapid estimation of bacterial composition, but has 
some limits because bacterial 16S and 23S rRNA genes are 
not always organized as an operon; in silico modeling shows 
a loss of linearity when the species richness increases [52]. 
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�e utilization of complementary methods, such as statistics 
[53] or sequencing [54] could help to correct this bias. 

Fluorescence in situ hybridization 

Fluorescence in situ hybridization (FISH) reveals the 
location of speci7c DNA sequences a:er hybridization with 
speci7c <uorescently labeled oligonucleotide probes [55,56]. 
It was used to compare di=erent bacterial communities e.g. 
the gut microbiota of 6 month old formula-fed or breast-fed 
babies. �is method allowed Rinne and colleagues to identify 
di=erences related to a decrease of Bi�dobacterium in 
formula-fed infants gut microbiota [40]. FISH has the 
advantage of observing speci7c members of the bacterial 
community directly in the sample, for instance, within 
buccal epithelial cells [57,58]. �e basic limitation of the 
method is that it only detects taxa covered by the probes. 
FISH is an example of a closed-ended diagnostic technique, 
like T-RFLP or ARISA, while metagenomics includes the 
study of unknown bacterial communities, which can only be 
revealed through more open-ended methods, assuming little 
prior knowledge of the bacteria under study. 

Microarray 

A microarray consists of a huge number of single-strand 
DNA molecules spotted on glass slides. Hybridization with 
labeled cDNA with known taxonomy allows for 
identi7cation of bacterial species, di=erences between strains 
and the presence or absence of genes of interest. Microarray 
assays may be used in comparison with high-throughput 
sequencing. For example, microarray analysis revealed a 
dramatic shi: in the gut viral population between 1 and 2 
weeks of life [59], while high-throughput sequencing 
detected some stable members in viral community until 3 
months of age [59]. Another phenotypic microarray analysis 
of bacterial communities in patients su=ering noma disease 
revealed no increase in Fusobacterium necrophorum 
compared to controls, exonerating one suspected etiological 
agent [60,61]. 

Using microarrays alone may miss important unpredicted 
or unknown members of a bacterial community. �is is 
because microarrays in general are another closed-ended 
technique, designed in advance with known sequences. �is 
approach, which assumes knowledge of all sequences of 
interest before the experiment, is considered to be more 
eFcient than using random sequences on the array. It 
introduces a bias against previously unknown organisms, 
but it does allow for screening of many known sequences, 
enough to identify most Operational Taxonomic Units 
(OTUs) known at the time the experiment is done. Samples 
obtained from two separate samples, processed similarly 
with identical microarrays, may provide information 
regarding the di=erences in their microbiota pro7les. 

High-�roughput sequencing methods 

Recently, the Roche/454 and Illumina/Solexa HTS proved 
their potential in analyzing microbial communities 
[62,63,41]. Currently, 454 pyrosequencing produces reads 
close to 103 bases, whereas the length of Illumina reads is 
limited to 102 bases. However, the number of sequence reads 
generated by Illumina is, for the same cost, about 150x that 
produced using the Roche/454 platform. HTS-based study of 
microbiota may include random sequencing of metagenomic 
fragments or sequencing of 16S rDNA amplicon libraries 
[62,63,41]. 16S rRNA contains very stable as well as highly 
variable regions, allowing for phylogenetic comparison. �e 
HTS of partial 16S rRNA genes of a microbial community 
generates a large amount of classi7able sequences. All target 
sequences, however, are not ampli7ed with the same 
eFciency using "universal" 16S primers, the copy number is 
not stable across organisms (which complicates abundance 
analysis), and the classi7cation of 16S rDNA sequences is 
typically limited to the genus level [64]. When genomic 
DNA from the community is randomly sequenced, a higher 
fraction of sequences remain taxonomically unassigned 
because of the lack of homology in sequence databases. 
Nevertheless, the taxonomy of sequences corresponding to 
di=erent groups of organisms, including bacteria, archaea 
and fungi as well as viruses may be assessed simultaneously. 

While 10 sequences per sample may be enough to identify 
di=erences between bacterial communities [28], it is 
necessary to increase the number of sequences per sample to 
identify underrepresented taxa. In some cases, even a:er 
obtaining one million sequences from a single sample, 
further sequencing will still lead to the discovery of new 
phylotypes [65]. HTS has aspects of a closed-ended system 
since it assumes all the target organisms have conserved 
elements (of the 16s gene, for example). It allows 
considerable variability within those limits, however 
(including the detection of new 16s variable sequences 
pertaining to a previously unknown species, such as the 
discovery of Trophyrema whippelii [66]). In this sense it is a 
partially open-ended system, allowing for some discovery of 
unexpected organisms that 7t fairly broad pre-experimental 
assumptions. �e possibility of sequencing the complete 
genome of bacteria without any prior knowledge of their 
sequences aside from the 16s primers con7rmed the open-
ended aspects of HTS. 

Although the HTS culture-independent approach could 
out-compete other existing diagnostic and typing methods 
in microbiology, questions remain about the cost and best 
strategy for analysis of the massive datasets generated by this 
technology. 

Analytical strategies for HTS data 

Data analysis is one of the most labor intensive aspects of 
metagenomic projects. Computing advances do not keep 
pace with constant huge increases in the data generated by 
high-throughput sequencing. �is leads to problems with 
storage space and computer memory as well as with the 
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selection of consistent and reproducible analytic algorithms 
[67]. 

A typical HTS data set must be cleaned following 
prede:ned parameters for the study. For example, sequences 
which are too short for a given technology contain 
ambiguous characters, or those that do not carry the primer 
sequence are removed. Sequences containing putative 
ampli:cation and sequencing errors are also removed. 
Remaining sequences are then clustered into Operational 
Taxonomic Units (OTU or phylotypes) with varying 
percentages of sequence identity [68]. Currently 97% 
identity is oXen used to represent the species level cut-o5. In 
many cases a representative sequence is chosen from each 
OTU, by largest abundance or even a randomly chosen 
sequence, and this is used to build a phylogenetic tree. �e 
phylogenetic diversity in the tree can be con:rmed by 
BLASTing all the reads in a parallel analysis. Finally, the 
taxonomy can be assigned to each OTU with publicly 
available programs such as the RDP classi:er [69,70]. Much 
can be learned about the composition of the microbial 
community in a particular sample by simply looking at the 
abundance and identity of the top ten or more OTUs; doing 
this at di5erent identity cut-o5s is also revealing. 

Within sample (alpha) and between sample (beta) 
diversity may be estimated from the abundance of 16S rDNA 
sequences [71]. Although di5erent studies with di5erent 
approaches will each have their own unique bias, 
comparisons of the communities found in di5erent samples 
with the same methods are likely to reveal biologically 
relevant di5erences. Branch length-based phylogenetic 
diversity comparisons using UniFrac [72], or nearest taxon 
index (NTI) [73] are widely used. UniFrac metric, that 
calculates the fraction of the branch length shared by two 
communities in their common phylogenetic tree, can be 
used to estimate beta diversity. For more than two 
communities, a distance matrix that relates each pair of 
communities may be subject to hierarchical clustering and 
Principal Component Analysis [74,75]. ANOSIM (Analysis 
of Similarity) [76] is a powerful way of testing the similarity 
of community composition of samples with a shared 
condition against a null hypothesis that they are randomly 
distributed. PERMANOVA [77,76] determines which 
conditions are associated with community di5erences. 
Powerful soXware is emerging to accommodate these types 
of analysis, including MG-RAST [78], QIIME [79], mothur 
[80], RDP [69], CARMA [81], CAMERA [82], IMG/M [83], 
PRIMER [76] and PC-ORD (MjM SoXware Design, 
Gleneden Beach, OR). 

3. Using metagenomic tools to study development of the 

human gut microbiome during infancy 

Colonization of an infant’s gut begins just aXer birth. �is 
initial colonization may be important as it could establish 
long term microbial communities. Gut microbiota are highly 
variable and poorly diversi:ed during the :rst two years of 

life before the more stable and diversi:ed adult microbiota is 
established, oXen around the time of weaning [84,85]. 
Recent research suggests the importance of the :rst 
colonization (bacterial or viral), which is linked to the 
delivery mode, the environment, food source and genetic 
background in infant’s health [86-95]. 

3.1 Initial colonization 

During the :rst month of life, Bi�dobacterium are 
predominant in the gut of almost all infants [96]. A recent 
study on gut microbiota from vaginally delivered and at least 
partially breast-fed infants that were never exposed to 
surgical intervention, antibiotics, pre- or probiotics, 
provided insight into “normal” bacterial colonization and 
evolution of the gut microbiota during the :rst 4 months of 
life [97]. �e study, partially represented in table 1, identi:ed 
a large number of bacteria and revealed the presence of 
Staphylococcus, Bi�dobacterium and γ-Proteobacteria in 
most 4 days old infants’ gut. �e authors highlighted that the 
evolution of gut microbiota includes shiXs in both 
composition and structure. From day 4 to 120, Lactobacillus 
2a, Veillonella, Lachnospiraceae2 and Bi�dobacterium 1 
populations increased whereas Staphylococcus, Streptococcus 
and an uncultured bacterium population decreased. Some 
strains could cause severe diseases only in particular 
contexts. For example, if low-level toxin-producing 
staphylococcal strains are supplanted by a high-level toxin 
producer, the gut microbial community might not appear to 
change but the baby may become ill. Moreover, the use of 
antibiotics may have a drastic e5ect on development of gut 
microbiota and health especially if infants are not breast-fed 
[88,98-100]. 

3.2 Delivery Mode 

3.2.1 Vaginal vs. C-section delivery 

�e most important :rst source of inocula aXer birth is the 
mother’s vaginal and fecal microbiota [92,93] from the birth 
canal. �is ecosystem contains a limited number of bacterial 
taxa [101,102]. Depending on the delivery mode, these :rst 
inocula could be completely di5erent (Table 1). Indeed, if 
babies are delivered vaginally, their gut microbiota just aXer 
birth (before 24 hours of life) is similar to their mother’s 
vaginal (and fecal) microbiota (sampled 1 hour before 
delivery) dominated by Lactobacillus, Prevotella or Sneathia 
spp [94]. In contrast, children delivered by C-section are 
colonized by species similar to those from their mother’s 
skin microbiota such as Staphylococcus, Corynebacterium 
and Propionibacterium spp [94] or from the environment 
(equipment, air, other infants, nurses) [95]. Staphylococcus 
aureus (S. aureus) colonization is more common in the gut 
of infants delivered by C-section likely because of the 
presence of this species on their mothers’ skin [103,104]. 
However, Eggesbo and colleagues [97] demonstrated 
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Staphylococcus aureus in 95% of healthy 4 days old vaginally 
delivered and breast-fed infants decreased aXer 120 days to a 
prevalence around 60% [97]. Further studies over longer 
time periods and larger samples are required to establish 
whether delivery mode a5ects S. aureus colonization. 

Babies born by C-section have a microbiome similar to 
vaginally born infants whose mothers received antibiotics 
before normal delivery or during breast-feeding [95]. �is 
may be a consequence of a shiX in the mother’s vaginal 
microbiota due to antibiotic treatment or a direct e5ect of 
antibiotics from mother’s milk on the vaginally-delivered 
babies gut microbiota. Common use of antibiotics before C-
section may also contribute to this observed similarity. �e 
delivery mode has a major role in :rst colonization of the 
infant gut. �e major question in this :eld is, however, 
whether delivery mode and its e5ect on microbial 
community composition a5ect the development of 
increasingly common disorders including asthma, allergy, 
auto-immune diseases and colitis? 

3.2.2 Clostridium di0cile and C-section 

Clostridium di0cile (C. di0cile) is an anaerobic spore-
forming gram positive rod. Under some circumstances, it 
produces an exotoxin that kills epithelial cells. In extreme 
cases, enteric infection with C. di0cile causes inBammatory 
diarrhea, toxic megacolon and death. �e organism can be 
recovered from the stool of healthy individuals [106], 
however, exposure to antibiotics alters gut Bora in a way that 
favors overgrowth of C. di0cile, secretion of its toxin, and 
disease [107]. Clindamycin, an anti-anaerobic agent to 
which Clostridium di0cile is resistant, is most strongly 
associated with C. di0cile diarrhea, but risk also increases 
even with short courses of many other antibiotics, such as 
pre-surgical prophylaxis with cefazolin [108,109]. 

A correlation between C. di0cile colonization and delivery 
mode was not found in a 1986 study in Italy [110]. �irteen 
percent of the newborns were colonized with C. di0cile and 
the colonization rate was higher but insigni:cant in 
caesarean than in vaginally delivered infants [110]. However, 
according to Penders et al, infants born by caesarean are 
more likely to be colonized with C. di0cile [88]. One study 
involving 1032 one month old infants found that the 
prevalence of C. di0cile in infants’ gut was 42% for C-
section delivered, 26% for vaginally-delivered in the hospital, 
and only 19% for home delivered babies [88]. A recent paper 
from the Chicago area highlighted the increased prevalence 
of C. di0cile infections in C-section delivered infants with 
an incidence of 2.2 / 1000 births while only 0.2 / 1000 of 
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Table 1. Infant gut bacterial population depends on the delivery 
mode. *: AXer 8 days of life; **: Babies vaginally delivered, breast-
fed and without any treatments (babies and mother) before the 
study; +: predominant. �is Table is based on the results presented 
in the following studies: Dominguez-Bello et al [94]; Fallani et al 
[95]; Eggesbo et al [97]; Morowitz et al [105]; Hyman et al [101]; 
Penders et al [88]. 
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vaginally delivered new born were infected [111]. It is 
possible that the di5erent :ndings reBect relatively higher 
antibiotic use with caesarean delivery in the U.S. and Italy; 
higher antibiotic use would be expected to promote more 
C. di0cile. However, 60% to 70% of infants guts (vaginally or 
C-section delivered in Boston) are asymptomatically 
colonized with C. di0cile [112]. Asymptomatic C. di0cile 
colonization correlates with high levels of Firmicutes (also 
seen in C-section born infants, except for Staphylococcus) or 
Bacteroides but it is clearly not correlated with the presence 
of Bi�dobacterium [95,113,107]. Clostridium di0cile-
associated disease correlates with the absence of 
Bacteroidetes [114]. Usually, C. di0cile disappears in 
children between 1 and 2 years old. �e gut microbiota of 
infants, characterized by a low diversity, might not provide 
an eYcient protection against C. di0cile infection. �e 
absence of some bacteria may allow unusual C. di0cile 
colonization and overgrowth leading to disease. Table 2 and 
Khoruts’ study (described below) support the idea that 
Bacteroides colonization decreases the chances of C. di0cile 
pathogenicity. �erefore, decreased Bacteroides and 
Bi�dobacterium populations in infant gut, due to the use of 
antibiotics [88] may increase the risk of C. di0cile infection. 
In older patients C. di0cile-associated disease is related to a 
decrease in overall bacterial populations [34]. Rousseau et al 
therefore suggested that C. di0cile colonization results in a 
microbial community disorder of the gut. Alternatively, 
disturbed microbial populations may predispose to 
overgrowth of C. di0cile. Varma and colleagues observed 
that the supernatant from Lactobacillus fermentum culture 
alone is enough to inhibit S. aureus and Pseudomonas 
aeruginosa growth in vitro, suggesting that compounds 
released by Lactobacillus inhibit pathogen growth and may 
be used to treat hospital-acquired infections [115]. Whether 
competition from particular bacteria or by inhibitory 
compounds released during their growth a5ects bacterial 
colonization remains to be clari:ed. 

�e association between disease-causing C. di0cile and C-
section, found in some studies [88,111] was not con:rmed in 
the others [110,112]. One study pointed to a shiX or a 
decrease in overall bacterial populations in C. di0cile-
associated disease. �erefore, it appears that C. di0cile may 
be a member of the gut microbiota of healthy infants and 
that illness might be triggered by factor which causes a shiX 
in the gut microbiome. 

Initial microbial colonization in infants may inBuence 
health in later life. �e gut microbiome undergoes several 

drastic shiXs in composition during the :rst two years of life, 
and later becomes more stable [116,117,85]. Bacterial taxa 
di5er in their ability to persist in the infant gut [97]. �e 
forces that shape the formation of bacterial communities in 
the gut, including the immune system and the consequences 
of random environmental variables, are the subject of 
intense study. 

3.3 Feeding mode 

3.3.1 Lifestyle and geography 

During the last decades, our life style has changed 
drastically. Nowadays, more people live in cities than in rural 
areas. We use antibiotics, eat heavily processed food and pay 
more attention to hygiene. All these changes have an impact 
on our microbiota and thus on our health. Carlotta de 
Filippo and colleagues have compared the gut microbiome 
of African children having a life style close to the time of the 
birth of agriculture to the gut microbiome from European 
children [22]. �ey highlighted a diet richer in :ber from 
complex grains for African children, and noted an 
enrichment of Bacteroidetes and a depletion of Firmicutes 
among African compared with European children. �e e5ect 
of dietary :bers on the relative abundance of Bacteroidetes 
and Firmicutes was recently con:rmed in the ob/ob mouse 
model [118]. Gut microbiota of African children are 
enriched in bacteria containing genes for cellulose or xylose 
hydrolysis, as well as for short-chain fatty acid metabolism. 

3.3.2 Breast-feeding 

Human milk and thus breast-feeding a5ects growth, 
immune system development, cognitive development, as 
well as susceptibility to toxins and immune diseases like 
asthma and allergy [119-125]. At least some of these e5ects 
may be mediated by the e5ect of breast-feeding on gut 
microbiome. 

Di5erences in breast-feeding practice inBuence the 
observed microbiota di5erences in the gut between human 
subpopulations [22,95]. In the De Filippo’s study [22], the 
microbial communities of breast-fed African and Italian 
children were quite similar, but diverged when breast-
feeding was discontinued in the Italian infants. A study of 
infants in Granada and Stockholm found that the Granada 
infants had lower carriage of Bi�dobacteria (19 vs. 60%) and 
higher carriage of Bacteroides (21% vs. 6%), which the 

Clostridium difficile Mode of delivery NEC Diarrhea Firmicutes Veillonella Lachnospiraceae Bifidobacterium Bacteroides 

Asymptoma
c ND     +     - + 

Associated disease C-sec
on + + + + +   - 

Table 2. C. di�cile role in infants’ gut colonization. -: unrelated; +: predominant; ND: no data. �is table summarizes the results from the 
following studies: Rousseau et al [107]; Khoruts et al [114]; Fallani et al [95]; Collignon et al [113]; Penders et al [88]. 
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authors attributed to the lower rate of breast-feeding in 
Grenada (43% vs. 76%) [95]. On the other hand, limited 
evidence suggests that feeding mode is not required for 
S. aureus colonization. Sequencing the gut metagenome of 
an 8-day-old premature breast-fed neonate revealed a 
limited population of S. aureus [105]. S. aureus population 
grew signi:cantly at 10 days of age, suggesting S. aureus 
reservoir was independent of feeding type [105]. In another 
case, contamination by a methicillin resistant S. aureus 
(MRSA) through mother’ s breast milk was reported [126], 
suggesting that the colonization by S. aureus may be in some 
cases related to the feeding mode. While term-delivered 
infant gut microbiota is less diverse than that of adults, it 
remains more diversi:ed than premature infants gut 
microbiota [85,127,33]. Among low weight infants colonized 
by coagulase negative staphylococci (CoNS), breast-feeding 
decreases duration of persistent CoNS bacteremia [128]. 
Breast-feeding might be a good way to protect against 
S. aureus diseases. It must be conceded, however, that the 
apparent ecological relationship between breast-feeding and 
gut microbiota variations is highly susceptible to 
confounding factors, since children living in Western cities 
are not exposed to the same physical or social environment 
as children living in developing countries or in farms. 

In addition to ecologic and demographic demonstrations, 
microbiologic studies of individuals also tend to support the 
inBuence of breast-feeding on the infant gut microbiota. 
Breast-feeding gives rise to a less diversi:ed microbiota 
mainly composed of Bi�dobacterium and Lactobacillus 
[40,129,130], while formula-feeding promotes Bacteroides 
and Clostridium coccoides gut colonization [95,131], 
resulting in a microbiota pro:le closer to that of adults. One 
obvious explanation for such di5erences, illustrated in the 
Figure 1, is the presence of abundant and complex 
oligosaccharides in human milk absent in formula. �ese 
oligosaccharides, indigestible by humans, are a major 
substrate for Bi�dobacterium (Bi�dobacterium bi�dum and 
Bi�dobacterium longum subsp. infantis) [132] and are 
necessary for the “normal” infant gut microbiota 
development [132]. �ey promote the growth of 
Bi�dobacterium and in some cases of Lactobacillus [133]. As 
oligosaccharides from human milk are similar to some 
human cell surface carbohydrates, they play an important 
role in the protection against pathogenic bacteria by 
competing with their target ligands [134,135]. Oral 
supplementation with Bi�dobacteria or Lactobacillus 
(probiotics) may have bene:cial e5ects. For instance, the 
addition of Lactobacillus in the diet of infants, aged between 
2 weeks and 13 years during the three months preceding 
antimicrobial therapy, decreased the incidence of diarrhea 2 
weeks aXer the introduction of the antimicrobial treatment 
[136]. Administration of Lactobacillus in children from 2 
months to 6 years old was associated with lower rotavirus 
diarrhea duration and, improved e5ect of parenteral 
rehydration [137]. Co-administration of Lactobacillus and 
Bi�dobacterium was associated with reduced incidence of 

NEC in low-birth weight infants [138], and reduced diarrhea 
duration [139] as well as stool frequency [139]. However in 
some instances, the bene:t from administration of 
Lactobacillus or Bi�dobacterium was not observed, e.g. on 
the duration of non-rotaviral diarrhea [137], and the 
incidence of death, NEC or nosocomial infections in low 
birth-weight infants [140,141]. 

�ese observations raise the question of whether prebiotics 
should be added to formula. Prebiotics are selectively 
fermented ingredients that promote growth and/or activity 
of the gut bacteria and confer bene:ts to the host [142]. 
Several studies demonstrated that introducing prebiotics like 
galacto-oligosaccharides or fructo-oligosaccharides into 
formula shiXed the gut microbiota to be more similar to 
breast-fed infants [129,130,40,143,131]. Moro and colleagues 
[143] observed a dose-related positive association between 
prebiotics in formula and lactobacilli number in infants gut 
but Fallani et al [95] found a similar abundance of 
lactobacilli in formula-fed without prebiotic 
supplementation and in breast-fed infants. �e distribution 
of Bi�dobacterium species in the fecal samples from standard 
and prebiotic-supplemented formula-fed infants resembled 
those of breast-fed infants and adults, respectively [129]. �e 
infant's gut microbial community is thus highly malleable 
and sensitive to changes in the composition of the diet. �e 
use of prebiotics should be approached with caution, because 
their long-term e5ects are currently unknown. 

4. Role of intestinal *ora in the emergence of new diseases 

Intestinal colonization is the host’s earliest contact with 
micro-organisms [147], with important consequences on 
maturation of the immune system and on metabolism [148]. 
In this section, we examine mechanisms by which intestinal 
Bora might inBuence pathophysiology of diseases mediated 
by nutrient absorption and by the host immune system. �is 
is a dynamic literature, and every week new studies 
demonstrate associations between altered microbiota and 
disease states. We note, however, that at this stage most 
published observations lack the resolution to disentangle 
cause and e5ect. In most cases we cannot yet determine 
whether altered microbiota cause disease or are actually a 
marker of underlying problems. 

4.1 Obesity and nutrition 

Gut microbiota may modulate the ability to access 
nutrients and therefore body weight and composition. 
Studies comparing germ free (GF) mice raised in sterile 
conditions with normal mice have found that they respond 
di5erently to the same high fat diet and suggested that GF 
mice can resist obesity. Compared to mice with normal gut 
Bora, GF mice consumed fewer calories, increased lipid 
excretion and enhanced insulin sensitivity [149]. No 
di5erences were observed during a low fat diet between GF 
and conventional mice [150,151], suggesting a primary 
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impact of the gut Bora on absorption of fats. 
Intestinal microbiota may also inBuence nutrition by their 

e5ect on gastrointestinal hormone production. Helicobacter 
pylori (H. pylori), an ancient and dominant commensal 
microbial inhabitant, regulates ghrelin and leptin 
production, two hormones involved in body weight 
regulation [152-155]. As H. pylori has become less prevalent 
in infants’ commensal Bora since the beginning of the early 

1900s, these two hormones persist and may cause infants’ 
obesity and type-2-diabetes. 

Immunologically active receptors may be another means 
by which gut microbiota inBuence obesity. High levels of 
FIAF (fasting-induced adipose factor), AMPK (AMP-
activated protein kinase regulating fatty acid oxidation) 
activation and a lack of ileal TNF-α induction have been 
observed in GF mice that remain lean despite a high fat diet 

Figure 1. �e importance of breast-feeding. Breast-fed children will develop a gut microbiota composed with Bi�dobacteria and Lactobacil-
lus among other species, enhancing protection against pathogens and the assimilation of oligosaccharides (A), while bottle-fed children will 
be mostly colonized with Clostridium coccoides or di0cile and Bacteroides that does not allow oligosaccharide assimilation and are associated 
with the emergence of diseases (B). Complementation of formula-feeding with oligosaccharides, almost recovers the same microbiota as 
breast-fed children with its bene:ts (C). �e species represented in this :gure are predominant, not exclusive. Information to build :gure 1 
were found in the following studies: Harmsen et al [121]; Schack Nielsen et al [122,123]; Rinne et al [40]; Haarman et al [129,130]; 
Roberfroid et al [133]; Ninonuevo et al [144,145]; Zivkovic et al [132]; Moro et al [143]; Fallani et al [95]; Mira et al [21]; de Filippo et al [22]; 
Turnbaugh et al [146]. 
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[156,150,151]. Lean GF mice treated with gut Bora from 
obese mice become obese [157]. 

Whatever the mechanism, it seems clear that obesity is 
epidemiologically associated with the gut microbiome, and 
in particular with a predominance of Firmicutes over 
Bacteroidetes [23]. Among discordant twins, bacterial 
communities in the obese twins are less diverse [65]. 

4.2 "e enteric immune system 

Healthy development of the immune system has been 
associated with infants’ gut microbiota colonization 
[158,159]. Complex interactions with commensal microbiota 
modulate the response of the immune system to self 
molecules, harmless and pathogenic microbes. Commensal 
microbiota is not essential for animal life [160,161], and its 
presence may even appear disadvantageous in some respects. 
For instance, GF mice have decreased pro-inBammatory T 
cell response (and therefore less pathology) in an induced 
encephalomyelitis model [162]. However, GF mice also show 
altered antibody production, lymph node structure and gut 
capillary and lymphoid tissue development [163-166]. 
Changes in interactions between the immune system and the 
microbiota may lead to the emergence of allergy, asthma, 
type I diabetes, obesity or gastric disorders 
[158,29,167,168,146]. Immune response is involved in this 
process as Crohn’s disease is TNF-α and INF-γ dependent 
[20]. Pathology in apparently “autoimmune” diseases may 
require interaction between the host genome and speci:c 
microbiological exposure, as with the cytokine-mediated 
induction of a Crohn's disease-like illness in mice by a 
combination of a host mutation with a speci:c norovirus 
infection [20]. 

Migration of Mast cells from blood to the intestine might 
be promoted by the commensal microbiota as GF mice carry 
less Mast cells in their intestine [169]. Mast cells or 
Mastocytes are involved in allergic disease, but also in 
wound healing and protection against pathogens [170]. GF 
mice underexpress Keratinocyte-derived cytokine, 
lipopolysaccharide-induced CXC chemokine, and 
macrophage inBammatory protein 2, ligands for the receptor 
CXCR2 required for intestinal localization of Mast cells 
[169]. Oligosaccharides have a big impact on infant gut 
microbiota, and their similarity to pathogenic ligands allows 
them to compete with pathogenic bacteria to protect infants 
from infection [134,135]. Kunii et al [169] hypothesize that 
commensal bacteria in mice stimulate production of a ligand 
necessary for the intestinal recruitment of Mast cells. 

4.3 Are treatments available to regulate gut microbial 
community disorders? 

Even without a sophisticated understanding of how gut 
microbial community are assembled, acceptance of their 
importance allows for novel medical treatments of infectious 
diseases. C. di0cile diarrhea is a paradigmatic example. 

Antibiotic treatments before surgery oXen lead to loss of 
“healthy bacteria” and susceptibility to opportunistic 
pathogens, including C. di0cile. One such patient su5ered 
chronic intestinal C. di0cile associated disease, with diarrhea 
every 15 minutes, dramatic weight loss and con:nement to a 
wheelchair [114,171]. �e patient received a fecal transplant 
from her husband, and had a normal bowel movement the 
next day. Fecal transplants have been used successfully for 
this kind of infection in dozens of patients since the 1950s, 
but the treatment is far from accepted routinely. In this case, 
rapid and drastic changes in the patient’s gut microbiota was 
followed using metagenomics, showing how the patient’s gut 
bacteria came to resemble the healthy donor community, 
with a predominance of Bacteroidetes spp. strains, and the 
end of the patient’s symptoms. �ese results showed that in 
the absence of healthy gut microbiota, pathogenic bacteria 
overgrew and caused life-threatening diarrhea. If the 
opportunistic strain is exterminated and its niches are 
quickly populated by “healthy microbiota”, the pathogen will 
not be able to colonize the patient. 

4.3.1 Prebiotics/Probiotics as a solution? 

Many studies report the bene:t of using pre or probiotics 
to treat infants’ disease linked to gut microbiota 
modi:cations. Studies underway in Europe, the US (At the 
UC Davis Children’s hospital http://ww.ucdmcucdavis.edu/
children/pediatric_research) and South America (http:clinic 
altrialsfeeds.org/clinical-trials/show/NCT00727363) all seek 
to understand initial infant colonization, and whether 
probiotics protect against NEC more powerfully than 
antibiotics as previously proposed [172-177]. In some 
hospitals, notably in Sweden, all premature babies are given 
probiotics to prevent gut disorders such as NEC, despite the 
lack of certainty described by Millar et al [178]. Figure 2 
summarizes the involvement of some compounds in infants’ 
intestinal diseases and makes a link with inBammatory 
immune reactions in the intestine. Although -biotics help to 
prevent or cure some diseases, like NEC or allergic rhinitis 
[179,180], their role remains to be clari:ed. Indeed, adding 
prebiotic to breast-fed infants lead to a di5erent gut 
microbiota than those who were breast-fed exclusively [181]. 

4.3.1.1 Necrotizing Enterocolitis 

It is not clear whether NEC has a speci:c agent or agents, 
or if so what those agents might be. Enterobacter sakazakii, 
found in infants’ formula powder, is one candidate [193,194] 
while Morowitz and colleagues proposed Citrobacter strains 
[105]. However, they observed that healthy children also 
carry Citrobacter strains. In other studies NEC was related to 
C. di0cile, γ-proteobacteria or decreased bacterial diversity 
in infants’ gut [33,127]. �is suggests that NEC is not caused 
by one particular bacterium. Moreover, Morowitz and 
colleagues observed increased Citrobacter phage counts, 
while others did not look at the phage population. �e 



Adrien Fischer et al., 2012 | Journal of Integrated Omics 

1-16: 10 

largest study of gut phage and viruses in humans did not 
:nd a tight link between viral population and regulation of 
bacterial population [195]. However, by analogy with aquatic 
environments [196,197] it is likely phages act as regulators of 
microbiota structure in the gut. Treatments may need to 
target not one, but several possible pathogens, and do so 
without adversely a5ecting bene:cial microbiota. 

Lactoferrin is an antimicrobial (reviewed by Jenssen et al 
[198]) produced by our immune system [199,200] that 
stimulates gut epithelial cell growth, proliferation and 
di5erentiation [183,184], and also displays antiviral 
properties [201]. �e use of lactoferrin may prevent infant 
NEC [182] by inducing proliferation and di5erentiation of 
intestinal cells but cannot cure this illness [202]. A recent 
study of NEC showed a link between the use of the vegetal 
antimicrobial trans-cinnamaldehyde and the inactivation of 
the pathogen Enterobacter sakazakii [185]. �is could 
prevent NEC in infants. However in preterm infants, NEC 
may be related to an allergic reaction to cow milk [186,187]. 
�e question of whether this chain of events can be 
prevented or disrupted by appropriate microbiota remains 
unanswered, though several studies are in progress. 

4.3.1.2 Allergic Colitis 

Allergic colitis is oXen due to antigens against cow’s milk 

[203,204]. Lactobacillus is thought to preserve the infant 
intestine by favoring antigen degradation. Lactobacillus 
preserves the intestinal mucosal barrier, competing with 
pathogenic bacteria. It also enhances the production of 
cytokines IL-10 and TGF-β [205,206], both involved in the 
process of immune tolerance during inBammation or allergy 
[207,208]. Savino and colleagues observed improved gut 
motility and decreased pain in 24 of 25 infants su5ering 
colitis aXer 21 days of Lactobacillus diet complementation, 
but only 15 of 21 children treated with placebo 
[181,188,189]. Infants given probiotic containing 
Lactobacillus were better protected against rectal bleeding 
and allergic colitis. �e importance of Lactobacillus in 
immune protection against inBammatory colitis was 
documented by Nermes and colleagues [190]. �ey added 
Lactobacillus to the diet of 19 infants between 3 and 13 
months of age during three months exclusively formula-fed. 
Compared with 20 controls, the Lactobacillus infants had 
decreases in the number of cells secreting IgA and IgM (by 
7% and 20% respectively) while the controls had increases in 
the same cell populations (by 22% and 31% respectively) 
between the beginning and the end of the study. At the same 
time the Lactobacillus-enriched diet correlated with an 
increase of CD19+ and CD27+ B memory cells compared 
with controls. �e authors observed no di5erence in 
Bi�dobacterium populations between the treated and the 

Figure 2. Prevention of enteric diseases in infants? Antimicrobials like Lactoferrin or Trans-cinnamaldehyde protects children from NEC or 
rectal bleeding, preventing infection with Enterobacter sakazakii found in formula that causes inBammation and NEC or rectal bleeding. 
Probiotics like Lactobacillus prevent inBammations as well as production of antibody responsible for the production of the Calprotectin en-
hancing inBammations responsible for allergic colitis. Results presented in :gure 2 were described in the following studies: Venkatesh et al 
[182]; Oguchi et al [183]; Buccigrossi et al [184]; Amalaradjou et al [185]; Faber et al [186]; Abdelhamid et al [187]; Savino et al [181,188]; 
Baldassarre et al [189]; Nermes et al [190]; Voganatsi et al [191]; Arvola et al [192]. 
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control groups, both of which were breast-fed before the 
study. Lactobacillus supplementation reduced the level of 
calprotectin, a marker of cow’s milk allergic colitis, and 
allowed a better recovery of the intestinal mucosa 
inBammation in infants su5ering from hematochezia [189]. 
Arvola and colleagues reported a group of infants su5ering 
rectal bleeding who were largely breast-fed [192]. �e cow’s 
milk elimination diet in a subset of infants did not a5ect the 
duration of rectal bleeding. Compared to the control group, 
infants su5ering from rectal bleeding had lower bacteria 
counts and their populations of Bi�dobacterium and 
Lactobacillus were around ten times lower than in healthy 
infants. �e authors thus suggested the possibility of 
probiotic intervention aimed at normalizing the level of 
bi:dobacteria and lactobacilli. 

4.3.2 Dangers of antibiotherapy 

�e use of antibiotics continues to increase in human 
medicine [209]. In addition, low dose antibiotics are used 
routinely to increase the weight and growth rate of livestock 
[210]. �e widespread use of antibiotics resulted in the 
emergence of multidrug resistant bacteria and possibly in 
changes in the persistent human-associated microbial 
communities. At present, immune development is 
inBuenced by a decrease in microbial diversity compared to 
previous generations [210]. Animal models suggest the 
microbiota shiX associated with increased antibiotic use may 
increase the incidence of obesity [210] which has reached 
pandemic proportions among humans. �e use of antibiotics 
a5ects the colonization of the infant gut by a potential 
pathogen S. aureus [103,211,212]. Lindberg and colleagues 
found a higher prevalence of S. aureus colonization in the 
gut of Swedish than in Italian infants until the age of one 
year. �is di5erence was not related to the delivery mode or 
the diet and was attributed to a common use of antibiotics 
e5ective against S. aureus in Italy, while penicillin V, 
ineYcient against S. aureus, is mostly used on Swedish 
infants. Not only the use of antibiotics may create new 
niches for resistant bacteria but may also eradicate useful 
bacteria like Lactobacillus, or favor the overgrowth of 
pathogenic bacteria like C. di0cile [213,98,107]. �erefore, 
the use of antibiotics in preterm infants or babies delivered 
by C-section may bias studies on C. di0cile and S. aureus 
carriage and their relationship with disease. While several 
studies suggest that changes in the overall bacterial 
community are associated with S. aureus pathogenicity, we 
do not know if the changes in bacterial community are 
causative, as they are thought to be with C. di0cile. 

Treating pneumonia with ceXriaxone for 5 days in babies 
< 6 months old results in extirpation of Lactobacillus from 
infants’ gut microbiota, as well as a decreased population of 
other commensal bacteria like Enterobacteriaceae [98]. 
However, 20 days aXer the end of the treatment, the gut 
bacterial communities were greatly recovered and included 
Lactobacillus that had disappeared during the treatment. 

Recent research on adult gut microbiota modi:cations 
following 4 days of ciproBoxacin treatment repeated twice 
over 2 months reported a likely permanent shiX in the rare 
gut microbiota species [214]. However, some of the newly 
acquired species were close to those present before the 
treatment. Recently, Hviid and colleagues pointed out the 
relationship between the number of courses of antibiotics 
and risk of inBammatory bowel disease in infants [215]. 
DiYculties with gut microbiota recovery aXer antibiotherapy 
in early life highlights the importance of the initial gut 
microbiota establishment and a potential danger of 
antibiotic (over)use [216]. 

5. Viral gut community 

5.1 Who are they? 

�e human microbiota is associated with an abundant and 
diverse community of viruses, in particular phages [217-
220,59]. �ese phage populations are likely to play an 
important role in fast developing infant gut microbiome 
diversity [59]. However, a relative stability of both phage and 
bacterial populations in adult feces samples led to the 
hypothesis that a predatory viral microbial dynamic does not 
exist in the adult human gut [195]. �e interaction of phages 
and bacteria in the gut remains relatively poorly understood. 
One of the main issues in identi:cation of phages, and 
viruses in general, is the lack of sequence similarity between 
metagenomic sequence reads and known viral genomes 
[195]. 

5.2 Relationship between viruses and bacteria in the gut 

Phage communities in Western infants’ gut present low 
diversity but they might inBuence the abundance of the 
microbial community [59]. Breitbart and colleagues 
suggested that fecal phages do not originate from a dietary 
source as they are di5erent from the phages present in 
mothers’ milk or in formulas [59]. �ey hypothesize that the 
:rst viruses in the gut originate from prophage induction 
from the :rst colonizing bacteria rather than from an 
environmental source. Persistence of the phage population 
in infants’ gut over extended periods raised the hypothesis of 
a completely di5erent mode of colonization than that of 
bacteria. Indeed no signi:cant clustering of viral population 
could be observed between co-twins or between twins and 
their mothers [195] while their bacterial populations were 
closer compared to those of unrelated people [146]. 
However, with a di5erent approach, using microarrays, 
Breitbart et al reported a dramatic shiX in the gut viral 
population between 1 and 2 weeks of life [59], related to an 
important modi:cation in bacterial population [221]. 
�erefore, the results obtained in di5erent studies should be 
considered in the light of the methodology used. Combining 
the data generated using di5erent methodologies will 
improve our understanding of the gut viral communities. 
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6. Outlook 

Metagenomic studies of infants’ gut microbiota provide 
important insights into understanding bacterial colonization 
of the gut and its role in human health. However, di5erences 
in sampling procedures and methodologies used as well as 
the lack of data on previous use of antibiotics can complicate 
comparisons of the results from di5erent studies. While 
metagenomics reveals changes in bacterial communities as a 
function of geography, diet and medical treatments, in many 
instances the causal relation between altered microbiota and 
a disease remains unclear. To deal with this issue, long-term 
studies with large cohorts are needed. Given the complexity 
of the interactions between the host and environmental 
factors, and members of the gut bacterial community, one of 
the challenges is to de:ne normal and abnormal gut 
microbiota. In that light, the exposure of germ-free mice to 
de:ned bacterial consortia under controlled conditions may 
provide insights into the impact of early bacterial 
colonization on the host physiology. As shown for prebiotics 
and probiotics, bacteriophage supplementation in infant’s 
diet might have health-promoting e5ect. However, possible 
bene:ts and risk of phage-, prebiotic- and probiotic 
supplements on the health in later life remain to be 
determined.  

�e prevalence and incidence of allergies and autoimmune 
diseases have been increasing over recent decades. 
Metagenomics provides tools to relate these conditions to 
the gut microbiota composition and structure which may 
contribute to the development of novel prophylactic and 
therapeutic approaches. 
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Although two-dimensional gel electrophoresis (2-DE) has 
been used for decades to separate and quantify proteins on a 
large scale, its limitations in reproducibility and separation 
of membrane proteins, acidic, basic, very small and large 
proteins have promoted the invention of a gel-free isotope-
coded a0nity tag (ICAT) technology in 1999 [1, 2]. 5e 
ICAT reagent consists of a cysteine-reactive group, a linker 
containing stable isotope signatures and a biotin a0nity tag 
enabling the isolation of cysteine-containing peptides. In the 
original ICAT reagent, the linker region of heavy form 
contains eight deuteriums and the light form contains no 
deuteriums. It was reported later that the light and heavy 
ICAT tagged peptides exhibited di9erent retention on 
reverse phase HPLC columns [3]. In addition, the retention 
of the biotin group complicates tandem mass spectrometry 
(MS/MS) spectrum interpretation. To overcome the 
problems, a cleavable ICAT reagent (cICAT) was developed. 

Carbon-13 was used instead of deuterium in the linker and 
the mass di9erence between the heavy and light forms is 9 
Dalton. Additionally, an acid cleavable moiety was 
introduced between the biotin group and the rest of the 
molecule [4, 5]. Because the ICAT technology overcomes the 
2-DE limitations, it has been applied as an alternative to 
address a variety of biological questions including whole-cell 
protein expression changes [6-8], protein subcellular 
localization [9, 10], dynamics of protein complexes [11-13], 
and identiCcation of redox sensitive proteins [14]. 

In the ICAT method, two protein samples are labeled with 
isotopically light and heavy ICAT reagents respectively, 
which covalently attach to cysteine residues of the samples. 
5e two samples are combined, proteolyzed with trypsin, 
and the peptides are fractionated by strong cation exchange 
(SCX) chromatography using potassium chloride gradient. 
AEer desalting, ICAT labeled peptides are puriCed using 
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Abstract 

1. Introduction 

Isotope Coded A0nity Tag (ICAT) is a gel-free technology for quantitative proteomics. In ICAT procedure, strong cation exchange chroma-
tography (SCX) using increased potassium chloride gradient is recommended for peptide fractionation. Here we report optimization of hy-
drophilic interaction chromatography (HILIC) as an alternative strategy for peptide fractionation of ICAT samples. HILIC exhibits high 
separation e0ciency and does not require any downstream desalting steps. Compared to SCX based ICAT, integration of HILIC into the 
ICAT technology has resulted in high rates of protein identiCcation, cysteine mapping, and quantiCcation of cysteine-containing peptides. 
5e improved technology has shown utility in thiol redox proteomics. Interestingly, results from HILIC ICAT and SCX ICAT are comple-
mentary. Implementation of both provides high coverage analysis of a complex proteome.  

Keywords: ICAT; HILIC; SCX; Proteomics; Mass spectrometry.  
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avidin a0nity chromatography, followed by acid cleavage of 
the biotin group. 5e puriCed peptides are then subjected to 
mass spectrometry (MS) analysis for relative quantiCcation 
and peptide sequencing [4, 7]. Obviously, the ICAT method 
has the advantage of simplifying sample complexity using 
SCX fractionation and biotin a0nity puriCcation of cysteine-
containing peptides. However, SCX separation is solely 
based on the peptide charge state and oEen limited by poor 
retention of similarly charged peptides. Recent studies have 
shown that hydrophilic interaction chromatography 
(HILIC) o9ers a superior separation mechanism that is 
based on retention by hydrophilicity and electrostatic 
interaction [15, 16]. 5e stationary phase of HILIC column 
(e.g., Luna® HILIC column, Phenomenex Inc., USA) has a 
silica surface covered with cross-linked diol groups, which 
has been reported to have broad range of applications with 
high recovery and reproducibility [17]. Direct comparison of 
SCX and HILIC in peptide separation has demonstrated the 
enhanced separation power of HILIC [15, 16, 18, 19]. Since 
HILIC is a type of normal phase liquid chromatography, 
volatile solvent can be used and desalting steps for 
downstream applications are not necessary. HILIC may 
provide an excellent alternative to SCX in ICAT peptide 
fractionation. 

Since the development of isobaric tag for relative and 
absolute quantiCcation (iTRAQ) in 2004 [20], it has replaced 
ICAT in many applications because of the high e0ciency of 
iTRAQ multiplexing and the labeling of all peptides [20-22]. 
One application that retains the strength of the ICAT 
technology is thiol redox protein analysis [14, 23]. Here we 
investigated the use of HILIC to replace SCX recommended 
in current ICAT method with the focus on the identiCcation 
of redox sensitive proteins. Control and abscisic acid (ABA) 
treated guard cell proteins were used as starting materials. 
AEer ICAT labeling and trypsin digestion, optimized HILIC 
conditions were used to fractionate the peptides. 5e 
fractions were loaded onto avidin columns without 
desalting. In parallel, regular SCX with potassium chloride 
gradient was carried out for comparison. HILIC showed 
better retention and recovery of ICAT labeled peptides. MS 
analysis revealed more protein identiCcation and cysteine 
mapping data of the HILIC samples than the SCX samples. 
Interestingly, the two methods turned out to be 
complementary. 5e improved HILIC ICAT together with 
the SCX ICAT can provide greater in-depth coverage 
analysis of quantitative changes of reactive cysteines in 
complex protein samples.  

2. Material and Methods 

2.1 Plant growth, guard cell isolation and ABA treatment.  

Brassica napus var. Global seeds were kindly provided by 
Svalöv Weibull AB (Svalöv, Sweden). Plant growth and 
guard cell isolation were carried out as previously described 
[21]. ABA was incubated with the guard cells at 100 µM for 3 

hours during the isolation [22].  

2.2 Protein preparation and ICAT labeling. 

A solution of 10% trichloroacetic acid (TCA) in acetone 
was used to precipitate protein on ice for 2 hours. Samples 
were washed with 80% acetone once followed by washing 
with 100% acetone twice. Pellets were dissolved in the 
ReadyPrepTM Sequential Extraction Reagent 3 (Bio-Rad Inc., 
USA) and quantiCed by a CB-XTM protein assay kit (G 
Biosciences Inc., USA). Protein aliquots of 100 µg were 
alkylated with 100 mM iodoacetamide (IAM) at 75°C for 5 
min, followed by 1 hour incubation at 37°C [24]. Protein 
samples were precipitated in 100% cold acetone over night. 
5e pellets were dissolved in 80 μL denaturing bu9er (pH 
8.5) provided in the ICAT kit (AB Sciex Inc., USA). 
Reduction, ICAT labeling and trypsin digestion were 
performed according to the manufacturer’s manual. 5e 
tryptic peptides were fractionated using an Agilent 1100 
HPLC with a Luna® HILIC column (150 × 2.0 mm, 3 µm, 200 
Å, Phenomenex Inc., USA) or with a PolySULFOETHYL 
ATM SCX column (150 × 2.1 mm, 5 µm, 300 Å, Poly LC Inc., 
USA). Mobile phases for HILIC were 5 mM ammonium 
acetate in 90% acetonitrile, pH 5.8 as solvent A and 5 mM 
ammonium acetate in water, pH 5.8 as solvent B. Peptides 
were eluted at a Jow rate of 200 µL/min with a linear 
gradient of 0-50% solvent B over 50 min, followed by 
ramping up to 100% solvent B in 5 min and holding for 5 
min before equilibrating in 0% solvent B. Mobile phases for 
SCX were 10 mM KH2PO4, 25% acetonitrile, pH 3 as solvent 
A and 10 mM KH2PO4, 350 mM KCl, 25% acetonitrile, pH 3 
as solvent B. Peptides were eluted at a Jow rate of 200 µL/
min with a linear gradient of 0-100% solvent B over 60 min, 
followed by holding at 100% solvent B for 5 min before 
equilibrating in 100% solvent A. 5e absorbance at 214 nm 
was monitored and a total of 10 fractions were collected. 5e 
SCX fractions were desalted by solid phase extraction (SPE) 
using Vydac® silica C18 MacroSpinTM column (5e Nest 
Group Inc., USA). 5e peptides from each fraction were 
a0nity puriCed using an avidin a0nity cartridge provided in 
the ICAT kit. ICAT labeled peptides were released by 
incubating with the cleavage reagent at 37°C for two hours, 
followed by lyophilization to dryness (Figure 1). 

2.3 Protein identi�cation using LC-MS/MS, database 
searching and data analysis. 

ICAT labeled peptides were dissolved in 10 µL solvent A 
(0.1% v/v acetic acid, 3% v/v acetonitrile) and loaded onto a 
C18 PepMapTM nanoJow column (75 µm id, 3 µm, 100 Å, 
Dionex, USA). 5e elution gradient of the column started at 
3% solvent A, 97% solvent B and Cnished at 60% solvent A, 
40% solvent B for 60 min. Solvent A consisted of 0.1% v/v 
acetic acid, 3% v/v acetonitrile, and 96.9% v/v water. Solvent 
B consisted of 0.1% v/v acetic acid, 96.9% v/v acetonitrile, 
and 3% v/water. Tandem MS analysis was carried out on a 
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hybrid quadrupole time-of-Jight mass spectrometer 
(QSTAR® XL, AB Sciex Inc., USA) as previously described 
[24]. Proteins were identiCed by searching the MS/MS data 
against a custom database containing Arabidopsis thaliana 
and B. napus protein sequences (downloaded from NCBI 
with a total of 33,365 entries) using ProteinPilotTM 4.0 
soEware (AB Sciex Inc., USA) because the complete B. napus 
genome is not available and A. thaliana is a close relative 
sharing up to 87% protein sequence identity [25]. 5e 
following criteria were used to identify redox sensitive 
cysteines and proteins: i) at least 20% change of ICAT 
peptide ion intensity under ABA treatment [14] 
(Supplemental Figure 1), ii) peptide conCdence over 95%, iii) 
peptide present in at least two replicates, and iv) each 
peptide assigned to only one protein. 5e MS data reported 
in this paper are available in the PRIDE database 
(www.ebi.ac.uk/prid) [26, 27] under accession number 
16864-16867. 

3. Results and Discussion 

3.1 Optimization of HILIC conditions for peptide 
fractionation. 

5e factors that a9ect HILIC chromatography include type 
and content of organic solvent, salt concentration and pH, in 
addition to stationary phase properties. A HILIC bu9er 
typically contains more than 70% acetonitrile and uses 
ammonium acetate or formate [15, 19, 28, 29]. 5is is 
because these reagents are volatile and compatible with mass 
spectrometry. In addition, among the organic solvents 
tested, acetonitrile was found to exhibit superior 
chromatography and analyte retention [29]. Salt was shown 
to increase the hydrophilicity of the liquid layer around the 
stationary phase and to facilitate analyte retention [18, 30]. 
Here we focus on optimizing a critical factor of HILIC 
chromatography, the pH, using bovine serum albumin 
(BSA) tryptic digest (100 pmol on column). As shown in 
Figure 2, it is clear that pH 5.8 (Figure 2A) gave much better 
retention and resolution of the peptides than pH 3.2 (Figure 

2B) and pH 6.8 (Figure 2C). 5e bu9er pH directly a9ects 
the charge state and hydrophilicity of peptides, and thus the 
interaction with the HILIC stationary phase. Under pH 3.2 
and 6.8 conditions, the peptide hydrophilicity and 
electrostatic interaction with the stationary phase were not 
optimal for retention and separation on HILIC. 5erefore, 
pH 5.8 solvents were chosen for HILIC separation of 
complex protein digests. Although pH 5.8 gave satisfactory 
results, it should be noted that the pH conditions can be 
further optimized by testing more pH units. An optimal pH 
depends on the pKa values of the peptides and should enable 
favorable retention and fractionation of most, if not all of the 
peptides in a sample.  

3.2 ICAT peptide fractionation by HILIC and SCX 
chromatography.  

Currently, many on-line and o9-line 2D-LC MS 
experiments utilize SCX with reverse phase chromatography 
[22, 30-32]. In standard ICAT protocol, SCX is a critical step 
before avidin a0nity puriCcation of cysteine containing 
peptides from complex samples (Figure 1). Recent studies 
have shown that HILIC o9ers a superior separation 
mechanism based on retention by hydrophilicity and 
electrostatic interaction [15, 16, 18, 19]. Here we conducted 
a direct comparison of SCX and HILIC in the fractionation 
of peptides derived from guard cells ICAT samples. Control 
and ABA treated guard cell proteins were combined, 
digested with trypsin and the resulting peptides were 
aliquoted for SCX and HILIC separation. As shown in 
Figure 2, HILIC (Figure 2D) resembled SCX (Figure 2E), but 
showed enhanced peptide retention and higher peak 
intensity compared to SCX. Based on the LC 
chromatograms, the two separation methods exhibited high 
reproducibility in an independent experiment (Supplemental 
Figure 2). Since volatile solvent was used in HILIC, the 
fractions collected can be lyophilized and used directly for 
further separation, e.g., reverse phase chromatography 
without the desalting step that could lead to peptide loss 
(Figure 1). It becomes evident that HILIC provides an 

Figure 1. ICAT workJow with SCX and HILIC for thiol-based redox sensitive protein identiCcation.  
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excellent alternative to SCX in peptide fractionation of ICAT 
experiments. 

3.3 Protein identi�cation and quanti�cation using HILIC 
ICAT and SCX ICAT.  

In ICAT experiments, proteins can be identiCed and 
relatively quantiCed between two di9erent samples. In 
addition, cysteine residues labeled by ICAT reagents can be 
mapped using the acquired MS/MS spectra (Figure 3). To 
obtain conCdent results, two independent experiments were 
conducted. Each experiment included a HILIC ICAT and a 
SCX ICAT of two guard cell samples, one control and the 
other ABA treated. It is interesting to note that in the two 
replicates of SCX ICAT, 59 and 53 proteins were identiCed, 
with only 16 proteins overlapping between the two replicates 
(Figure 4, Supplemental Table 1). In the two replicates of 
HILIC ICAT experiments, signiCcantly more proteins, 91 
and 77 were identiCed, with over a half of proteins (54 IDs) 
overlapping (Figure 4, Supplemental Table 1). 5ese results 
showed the advantage of conducting replicate experiments 
[33] and the high reproducibility of the HILIC ICAT 

workJow. Comparison of both HILIC ICAT and SCX ICAT 
methods revealed that they are highly complementary. 
HILIC ICAT and SCX ICAT identiCed a total of 114 and 96 
proteins, respectively, with 41 overlapping and the rest 
unique to each method. In addition to protein identiCcation 
and quantiCcation, many ICAT labeled cysteine residues 
were mapped (Figures 4, Supplemental Table 2). Here we 
analyze redox responsive cysteines aEer ABA treatment. 
Among the 44 peptides containing redox sensitive cysteines, 
HILIC ICAT identiCed 40 and SCX ICAT identiCed 30 
peptides. Overall, the changes in ICAT ratios were consistent 
across replicates (Supplemental Table 2). 5e two methods 
produced overlapping qualitative as well as quantitative 
results (Figure 4, Supplemental Table 2). It is interesting to 
note that in the two replicates of SCX ICAT, only half of the 
30 peptides were reproducibly identiCed. In the HILIC ICAT 
experiments, more peptides (38 out of 40) were identiCed in 
the both replicates (Supplemental Table 2). 5ese results 
indicate a higher reproducibility of the HILIC ICAT 
workJow. Overall, the cysteine speciCcity of the ICAT 
technology is an inherent advantage for experiments focused 
on investigating cysteine modiCcations [14]. However, it 

Figure 2. Representative HILIC and SCX chromatograms. (A-C) HILIC chromatograms of 100 pmol BSA digest separated using solvents of 
di9erent pH values. (D) HILIC chromatogram of guard cell protein digest. (E) SCX chromatogram of guard cell protein digest.  
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may compromise overall protein identiCcation and 
quantiCcation because non-cysteine containing peptides 
were excluded from downstream MS analysis. Other 
technologies such as iTRAQ [21, 22] are an alternative to 
overcome this limitation. 

4. Conclusion 

HILIC conditions have been optimized and successfully 
incorporated into the popular ICAT workJow to replace 
SCX. Considering the LC chromatograms and the number of 
proteins characterized, HILIC ICAT has clearly exhibited 
superior performance to SCX ICAT. 5e improvement can 
be attributed to HILIC separation based on retention by 
hydrophilicity and electrostatic interaction, and the 
unnecessary desalting steps. Interestingly, for either SCX 
ICAT or HILIC ICAT, replicate experiments increased the 
number of proteins identiCed and cysteines mapped. In 
addition to some common proteins detected by both SCX 
and HILIC ICAT methods, each identiCed a unique set of 

Figure 3. Example of protein identiCcation and quantiCcation result including summary of the protein (A), peptide quantiCcation in the 
control sample (light) and ABA treated sample (heavy) (B), and peptide MS/MS spectrum indicating heavy ICAT labeled cysteine (C).  

Figure 4. Comparison of protein identiCcation and cysteine map-
ping results using the SCX ICAT and HILIC ICAT methods. (A) 
Summary of SCX ICAT and HILIC ICAT results. (B) Proteins 
identiCed by HILIC ICAT and SCX ICAT. (C) SigniCcant redox 
sensitive cysteine peptides quantiCed by HILIC ICAT and SCX 
ICAT. (Detailed results are listed in Supplemental Tables 1 and 2).  

A 

B 

C 
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proteins. 5erefore, the novel combination of HILIC ICAT 
with SCX ICAT can signiCcantly enhance the qualitative and 
quantitative analysis of proteins, especially thiol redox 
proteins. 5e usefulness of HILIC has also been found in 
shotgun proteomics and phosphoproteomics [16, 19] and 
can be extended to complex sample fractionation for iTRAQ 
analysis and the newly released six-plex cysteine reactive 
TMT tags (5ermo ScientiCc Inc., USA) in due course. 

5. Supplementary material 

Supplementary data and information is available at: http://
www.jiomics.com/index.php/jio/rt/suppFiles/83/0 

Supplemental Table 1 - List of proteins and peptides identiCed in 
Brassica napus guard cells using SCX ICAT and HILIC ICAT 
methods;  

Supplemental Table 2 - Redox-sensitive proteins and peptides in 
ABA treated guard cells identiCed by SCX ICAT and HILIC ICAT. 
Increased ratios are highlighted in red and decreased ratios in 
green. Unused score (for protein) is the summed score for peptides 
that are not claimed by another protein; the % Error represents the 
error in the calculated ratio, calculated from the error for each of 
the peaks in the ratio; R in the redox switch stands for reduction 
while O stands for oxidation;  

Supplemental Figure 1 - Histogram of ICAT ratio distribution of 
each experiment. (A) SCX-ICAT replicate 1, with average ICAT 
ratio of 0.87 and % Error 5.48%; (B) SCX-ICAT replicate 2, with 
average ICAT ratio of 1.08 and % Error 4.42%; (C) HILIC-ICAT 
replicate 1, with average ICAT ratio of 1.19 and % Error 3.94%; (D) 
HILIC-ICAT replicate 2, with average ICAT ratio of 1.04 and % 
Error 4.19%. In all four replicates, the average ICAT ratio is 1.09 
with % Error 4.24%.  

Supplemental Figure 2 - HILIC chromatogram (leE) and SCX 
chromatogram (right) of guard cell protein digest aEer labeling the 
control sample with ICAT light reagent and ABA treated sample 
with ICAT heavy reagent. 5e result was obtained from an 
experiment independent of that shown in Figure 2D and 2E. 
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Proteomics has become a very popular 'eld in the aid of 
biomarker discovery, mostly because it allows the detection 
of many marker candidates at a time. /is is an important 
advantage, as until present no single marker has been 
demonstrated to di1erentially diagnose one disease. Most of 
the markers employed nowadays lack either sensitivity or 
speci'city, and thus several markers or other complementary 
methods (imaging techniques, exploration, etc.) have to be 
used for the 'nal diagnosis [1]. 

/e way proteomic results have been analyzed, especially 
those derived from two-dimensional electrophoresis (2-DE) 
or related methods, has led to an ever-increasing number of 
potential biomarkers, many of which eventually fail upon 

validation. Most of the literature available reports these can-
didates a:er independent analyses of each variable (for ex-
ample, a:er comparison of the mean level of a spot in two 
study groups by the Student's t test). /e major hindrance on 
these comparisons is that they usually consist on a high 
number of variables (e.g. spots in the case of a 2-DE experi-
ment) and hence require multiple testing. However, the 
methods commonly employed, called univariate as they test 
one variable at a time (as the Student's t test mentioned), 
lack power when applied for multiple testing. /us, there is a 
need for more e>cient methods to analyze these types of 
datasets. Several alternatives have been proposed, being the 
simplest to implement some type of post-test correction a:er 
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Abstract 

1. Introduction 

/e application of proteomic techniques to the search for disease markers is widely reported nowadays. However, the data rendered by these 
methods is highly complex and requires mining through statistical methods. Since univariate tests are prone to false positives and require 
post-test correction, multivariate methods seem more suitable for the task. Here we show an example of their utility, applying both principal 
component analysis (PCA) and linear discriminant analysis (LDA) to the hydrophobic subproteome of the colorectal mucosa. In order to 
'nd proteins speci'cally altered by colorectal cancer, we compared both the tumor and the adjacent healthy mucosa. PCA followed by varia-
ble selection, and corroboration by LDA, pointed out the proteins vimentin and prohibitin as promising candidates for the diagnosis of colo-
rectal tumors. 

Keywords: Principal component analysis; discriminant analysis; multivariate statistics, colorectal cancer; hydrophobic proteins. 
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2-DE: two-dimensional electrophoresis; FDR: false discovery rate; SGoF: sequential goodness of 't; PCA: principal compo-
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multiple testing of the independent variables, as the tradi-
tional Bonferroni method, the false discovery rate (FDR)-
based alternatives [2], or other more recent and powerful 
methods as the sequential goodness of 't (SGoF) [3]. How-
ever, all the variables can be considered at once when using 
multivariate methods. /ese tests obviate the need for a post
-test correction, thus there is an agreement they are an inter-
esting path for further exploration in proteomic data analy-
sis. To date, many groups have applied these methods with 
just a pro'ling or descriptive purpose, trying to 'nd out if 
the 2-DE maps as a whole contain enough information to 
distinguish groups of samples [4-7]. Nonetheless these meth-
ods can be used to pinpoint one or several speci'c spots 
di1erentiating the sample groups. In this light, there are 
di1erent and opposing proposals as whether to try to mini-
mize or maximize the number of protein candidates eventu-
ally selected.  

Recently Marengo et al. [8] developed a modi'cation of 
the principal component analysis (PCA), which they called 
"Ranking PCA", coupling PCA to a variable selection algo-
rithm that incorporates in each cycle the variable that gives 
more di1erential information between the groups. /is is 
based on the "principle of exhaustiveness", aiming to 'nd all 
the molecules with relevance on the disease studied, even if 
the information they provide is redundant. On the opposite 
side, we had published before an application of the PCA [9], 
which was also based in variable selection, but aiming at 
'nding the minimum number of non-redundant potential 
markers to di1erentiate our groups. PCA is a multivariate 
method for dimension reduction, i.e., it reduces a high num-
ber of starting variables (spots in our case) to a new refer-
ence system containing a smaller set of variables called prin-
cipal components (PCs). All the initial variables have to be 
quantitative and independent. /e method calculates the 
eigenvalues and eigenvectors of a correlation matrix derived 
from the original matrix of data. Each PC is the linear com-
bination of the original variables; they are built orthogonal 
to each other, and they hierarchically explain the maximum 
possible variance contained in the starting dataset. /e 'nal 
aim of the PCA is to 'nd the smallest group of PCs able to 
explain the maximum variance from the original data. In 
that study we also explored the utility of the linear discrimi-
nant analysis (LDA) to further investigate the potential of 
the multivariate methods in highlighting relevant discrimi-
nant proteins. /e LDA is de'ned as a classi'cation method, 
as it allows “classi'cation” or “discrimination” of the sample 
groups. It also de'nes which variables are necessary to reach 
the best classi'cation possible. /us from the original data it 
produces a function ("diagnostic function") formed by the 
linear combination of the variables providing the best (more 
accurate) classi'cation of the samples into their original 
groups. /ese "discriminant variables" or the diagnostic 
function can then be used to classify new unknown samples. 
In our group, we use the LDA as a tool to assess the correct 
classi'cation of samples given by the variables selected by 
PCA. 

In our 'rst description of this approach [9], we applied 
PCA and variable selection methods to a set of 2-DE maps 
were N-glycoproteins from serum had been resolved. To 
prove the utility of the method on maps obtained from other 
types of samples, we now applied the PCA-variable selection 
strategy to a 2-DE dataset obtained from the comparison of 
hydrophobic proteins from normal tissues and tumors from 
colorectal cancer (CRC) patients [10]. From all the potential 
tissue biomarkers highlighted by the 2-DE comparative 
strategy, multivariate methods allowed us to narrow down 
the candidates to two proteins, which were further validated 
with promising preliminary results. 

2. Material and Methods 

2.1. Comparison of 2-DE maps from healthy and tumoral 
colorectal mucosa 

/e procedure to obtain 2-DE maps from tumoral colorec-
tal mucosa and its neighboring healthy counterpart is de-
scribed in [10]. Brie^y, pairs of samples from 5 patients with 
CRC were collected. Hydrophobic fractions were extracted 
by temperature-dependent phase partitioning using the 
ReadyPrep Protein Extraction Kit (Membrane I) (Bio-Rad), 
based on the use of Triton X-114. /e procedure was repeat-
ed to ensure purity of the hydrophobic proteins. /ese were 
then separated by 2D-PAGE in 17-cm polyacrylamide gels, 
along a 4-7 pH gradient. Protein maps were visualized by a 
silver staining protocol compatible with mass spectrometry 
(MS) analysis [11]. /e reproducibility of the 2D-PAGE for 
the same sample run in di1erent days was calculated as 85% 
[10]. Map images were acquired with a GS-800 (Bio-Rad) 
calibrated densitometer, and compared with the PDQuest 
7.1.1 so:ware (Bio-Rad). Protein spots were detected, back-
ground was subtracted and images were 'ltered. /e intensi-
ty level of a spot in a gel was normalized to the total protein 
intensity detected for the entire gel. /erefore the spots were 
relatively quanti'ed and the protein amount was expressed 
as a relative volume (relative intensity x area of the spot). 

/e study was approved by the Galician Ethical Commit-
tee for Clinical Research (code 2006/326), and complied with 
the tenets of the Helsinki Declaration, the Oviedo Agree-
ment, the Organic Law for Data Protection 15/1999 and the 
Royal Decree 1720/2007. Informed consent was obtained 
from patients or guardians, and anonymity was warranted 
through the use of clinical history numbers. 

2.2. Multivariate analyses 

Levels (relative volumes) of the spots compared between 
healthy and tumoral mucosa were analyzed by PCA and 
LDA as previously described [9]. Notice the use of paired 
samples minimizes the chances of detecting protein di1er-
ences due to normal individual variability. Furthermore, 
only those spots present in all the 10 maps obtained from the 
5 patients were tested, avoiding the inclusion of null values 
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and the application of replacement (inference) methods. 
For dimension reduction, PCA was applied, and the PCs 

with eigenvalues higher than 1 were selected and considered 
statistically signi'cant if p < 0.05 by the Mann-Whitney U 
test. Next, we examined the correlation matrix (component 
matrix), which contains the correlation between the original 
variables and each of the PCs extracted in the analysis. For 
the signi'cant PCs, we selected the variables (spots) with a 
correlation higher than 0.8 (that is, where more than 80% of 
the "spot information" was contributing only to that PC). 

In order to evaluate the discriminant function by LDA, we 
employed a chi-square transformed from Wilks' lambda, so 
that the classi'cation function was signi'cant (hence 
"useful") when p < 0.05. Results from the LDA were corrobo-
rated by leave-one-out cross-validation, removing in turn 
each one of the 10 cases and classifying them on the basis of 
the nine remaining ones.  

2.3. Identi cation by mass spectrometry 

Proteins were identi'ed following the MS protocols de-
scribed before [10]. First, protein digests were submitted to 
MALDI-TOF/TOF. /ose not successfully identi'ed were 
further processed through Cap-LC-nESI-Q-TOF. All the 
parameters for database search were kept as described in 
reference [10]. 

2.4. Detection of caveolin-1, prohibitin and vimentin 

Total colorectal tissue and both the hydrophobic and the 
soluble fractions derived from it were resolved in 10% SDS-
PAGE gels. /en they were transferred to PVDF membranes 
by Western blot. /e primary antibodies employed were 
goat anti-human caveolin-1 (1 µg/mL; AbD Serotec); mouse 
anti-human vimentin Ab-2 (2 µg/mL; clone V9; Ne-
omarkers); and mouse anti-human prohibitin (1 µg/mL; 
clone II-14-10; Neomarkers). Secondary antibodies were 
rabbit anti-goat or goat anti-mouse IgG (H+L), conjugated 
with alkaline phosphatase (1/2,000; Bio-Rad). Gel images 
were acquired with a GS-800 calibrated densitometer (Bio-
Rad) and analyzed with Quantity One (v. 4.4.1, Bio-Rad).  

3. Results and Discussion 

3.1. Origin of the dataset 

In a previous work [10], we extracted hydrophobic pro-
teins from healthy and tumoral colorectal mucosa samples 
from 5 CRC patients. We then separated these proteins by 2-
DE, obtaining 10 maps that were matched and analyzed by 
the univariate Student's t-test for paired samples. /e 41 
proteins that showed signi'cantly altered levels were submit-
ted to MALDI-TOF/TOF and Cap-LC-nESI-Q-TOF, and 23 
of them were identi'ed. From them we chose the protein 
vimentin for validation, on the basis of its levels, the availa-
ble literature, and relevance for CRC, showing it was indeed 

altered in this pathology [10]. 

3.2. Detection of caveolin-1 corroborates the enrichment of the 
sample 

To assess the enrichment in hydrophobic proteins in the 
samples used for the present study, we speci'cally detected 
caveolin-1, a plasma membrane protein. Results from the 
starting tissue were compared against the hydrophobic and 
hydrophilic fractions ('gure 1). Caveolin-1 was detected as a 
band of approximately 21 kDa, almost 5 times more abun-
dant in the hydrophobic fraction than in the starting tissue 
homogenate. In the hydrophilic sample only residual con-
tamination was observed. 

3.3. Application of PCA and LDA 

/e dataset with the relative volume of the 41 spots signi'-
cantly di1ering in healthy and tumoral mucosa was analyzed 
'rst by PCA. /is method allowed a reduction of the original 
data to 9 PCs, explaining 100% of the total variability (table 
1). Applying the Mann-Whitney U test to these components, 
we found PC1 was signi'cant with more than 99% con'-
dence (p < 0.01). /e plot in 'gure 2A shows how the PC1 
e1ectively separates the 10 samples in their true original 
group (healthy mucosa or tumor). Comparison of this result 
with our previous application of PCA to a proteomic dataset 
[9] shows that with a complex starting sample (as the serum 
in that study) the information given by the 'rst principal 
component is not so relevant (i.e. not statistically signi'-
cant). However, in the present study the highly-enriched and 

Figure 1. Detection of caveolin-1 in the initial tissue, and in the 
hydrophobic and hydrophilic fractions derived from it. Bars show 
the relative amount of caveolin-1, considering the starting tissue 
has a value of 1. 
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less-complex initial sample (hydrophobic proteins, estimated 
to be 10% of the total starting tissue [10]) surely contributed 
to our ability to detect the spots providing signi'cant 
"di1erential information" through the 'rst principal compo-
nent. Even samples that have been enriched but are still 
complex (as in [12]) fail usually to provide such a neat sepa-
ration through the 'rst principal component. 

As shown in table 1 and 'gure 2A, the separation of the 
groups given by PC1 is 100% e1ective. However, the individ-
ual contribution of each PC (percentage of variance ex-

plained, table 1) is small. /erefore we selected the variables 
with higher correlation with PC1 (the most informative and 
signi'cant). A subsequent PCA using only the values of the 
spots with more than 80% correlation to PC1 (8 variables) 
resulted in a new set of PCs detailed in table 2. /e new PC1, 
named as PC1’, was again signi'cantly di1erent between 
healthy mucosa and tumor tissue (p < 0.01), and explained 
72.6% of the variance, reaching with the 'rst three compo-
nents a 90% cumulative variance. As shown in 'gure 2B, it 
also allowed graphical separation of the two groups of tis-
sues. More interestingly, the tumor tissues showed a closer 
distribution than the normal tissues, indicating a higher ho-
mogeneity. /is e1ect has been noticed before by us [9, 12] 
and other authors [4, 13] in di1erent types of samples and 
cancers, and highlights the good performance of this set of 8 
spots for the diagnosis of the tumor tissue. 

From this set of 8 spots selected by the new PCA we could 
identify the proteins vimentin, alpha-1B-glycoprotein, and 
prohibitin (table 3). /e other 5 spots included in the set 
could not be identi'ed. Since the alpha-1B-glycoprotein is 
involved in acute phase and in^ammatory processes [14], 
which are not speci'c for CRC but appear also in benign 
pathologies of the colon and rectum, we discarded this pro-
tein and repeated the PCA with only the other two identi'ed 
proteins (vimentin and prohibitin). We obtained again a 
similar explanation of variability (73% versus the previous 
72.6%) by the 'rst PC (named as PC1’’ in this case). Again, 
we found a neat graphical separation of the cases by group 
('gure 2C). /erefore vimentin and prohibitin by them-
selves could be as informative as the 8 spots together. 

To corroborate this, we applied LDA to the values ob-
tained for vimentin and prohibitin in all our healthy and 

Table 1. Principal components (PCs) calculated from the 41 spots 
altered in colorectal tumors. 

Component Eigenvalues     

  Total % Variance Cumulative % 

PC1 17.184 41.913 41.913 

PC2 6.601 16.101 58.014 

PC3 4.899 11.948 69.963 

PC4 3.977 9.701 79.663 

PC5 2.926 7.135 86.799 

PC6 2.056 5.015 91.814 

PC7 1.454 3.545 95.359 

PC8 1.116 2.721 98.080 

PC9 0.787 1.920 100.00 

Figure 2. Separation of the healthy (open circles) and tumor ('lled circles) mucosa samples on the basis of the 'rst (and signi'cant) principal 
component of each analysis. A) PCA on the 41 spots with di1erent levels in healthy and tumor colonic mucosa; B) PCA on the 8 spots with 
higher contribution to the PC1 in the previous analysis; C) PCA performed just on the 2-DE spot values for vimentin and prohibitin. In all 
the analyses, healthy samples obtained positive values for the 'rst (signi'cant) principal component, whereas tumor samples showed negative 
values. 
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tumor samples. We found thus a discriminant function ex-
plaining 100% of the tissue variability, i.e. the di1erence be-
tween healthy and tumoral mucosa. /is function classi'ed 
each sample in its correct group with a high con'dence level 
(99.8%; p = 0.002), even higher than the one obtained for the 
initial set of 41 proteins (96.6%; p = 0.034). In both cases, 
100% of the samples were correctly classi'ed a:er leave-one-
out cross-validation. 

3.4. Validation of vimentin and prohibitin 

Since the multivariate analyses pointed out at vimentin 
and prohibitin as potential tissue biomarkers to distinguish 
the healthy colorectal mucosa from its tumoral counterpart, 
we aimed next to corroborate these results and verify the 
changes in these two proteins by speci'c immunodetection. 

Vimentin is a type-III intermediate 'lament ubiquitously 

expressed by cells of mesenchymal origin, as 'broblasts, 
chondrocytes, macrophages, and endothelial cells [15]. It 
seems to act as a sca1olding protein to stabilize connective 
tissues and cells, or in signal transduction [16-17]. We quan-
ti'ed the relative levels of the spot identi'ed as vimentin in 
all the maps from healthy and tumor tissues obtained from 
the 5 CRC patients. As shown in 'gure 3 (panels A through 
C), either the vimentin levels were decreased in tumors, or it 
was altogether absent. Representation of the levels of vi-
mentin in each group of samples allowed us to 'nd a cut-o1 
point, which can distinguish the healthy tissues from the 
tumors ('gure 3B). As mentioned above, the protein vi-
mentin had been studied before by our group [10]. In that 
occasion, slot and Western blot analyses showed there was a 
decrease of vimentin in tumor tissues, with at least 3 
isoforms of the protein showing di1erent variations in 
amount. /ese speci'c changes were again corroborated in 
other patients ('gure 3D). In certain carcinomas, such as 
breast cancer or melanoma, vimentin is up-regulated during 
epithelial-mesenchymal transition [18]. However, this phe-
nomenon has not been observed in CRC; in fact, a reduced 
expression as the one found by us was observed. /ese re-
sults can be explained by the fact that the vimentin gene has 
been found methylated and epigenetically silenced in colo-
rectal tumors and adenomas [19-20]. 

Prohibitin is a highly conserved and widely expressed pro-
tein. At the subcellular level it has been localized to the cell 
membrane, mitochondrial inner membrane and cytoplasm, 
as well as to the nucleus, depending on the cell type and situ-
ation. Its subcellular localization in^uences its multiple roles 
within the cell. Although the best characterized function of 
prohibitin is as a chaperone involved in the stabilization of 
mitochondrial proteins, it has also been implicated in the 
regulation of proliferation, apoptosis, transcription, and as a 
cell-surface receptor. Recent data indicated a role of prohib-
itin in pathogenesis, including its potential involvement in 
cancer (reviewed in [21]). When we examined the levels of 
prohibitin in our samples, we found an increment in the 
amount of protein in 4 of the 5 patients, while the remaining 
one showed a slight decrease ('gure 4). /at made it impos-
sible to establish an e1ective experimental cut-o1 for the 
relative levels of the protein in the tumor tissue regarding its 
healthy counterpart (as shown in 'gure 4B). Our 'nding that 
prohibitin is up-regulated in most of the colorectal tumors is 
in agreement with previous reports describing an up-
regulation in CRC [4, 22]. Recently, Chen et al. [23] con-
'rmed the increased expression of prohibitin in the adeno-
ma-carcinoma sequence, only in those adenomas further 
developed into CRC and not in the non-malignant ones. 
/ese results are in line with our observations.  

Prohibitin is a good example of the superiority of the mul-
tivariate methods over the univariate ones. As mentioned 
above, it does not vary in the same direction in all the pa-
tients analyzed. However, the multivariate approach high-
lights it not as a marker by itself, but as part of a group (in 
this case together with vimentin) that provides the best dis-

Spot no. (as 

in [10]) 

Fold change in 

tumor tissue 
Protein 

Correlation 

with PC1 (%) 

3 -7.6 Vimentin 80.5% 

19 -5.8 not identi'ed 82.8% 

20 -2.5 
Alfa-1B-

glycoprotein 
86.6% 

21 -2.4 not identi'ed 89.9% 

27 +3.0 Prohibitin 80.2% 

31 -10.7 not identi'ed 84.2% 

35 +4.9 not identi'ed 80.7% 

39 -8.7 not identi'ed 81.2% 

Table 3. Characteristics of the 8 spots with high correlation (≥ 
80%) with the signi'cant PC1. 

Table 2. Principal components (PCs) calculated from the 8 spots 
with higher correlation (≥ 80%) with PC1. 

Component   

  Total % Variance Cumulative % 

PC1’ 5.805 72.568 72.568 

PC2’ 0.860 10.745 83.313 

PC3’ 0.540 6.750 90.063 

PC4’ 0.426 5.328 95.391 

PC5’ 0.227 2.843 98.234 

PC6’ 0.117 1.459 99.693 

PC7’ 0.022 0.279 99.972 

PC8’ 0.002 0.028 100.00 

Eigenvalues   



Ana M. Rodríguez-Piñeiro et al., 2012 | Journal of Integrated Omics 

24-30: 29 

Figure 3. Validation of the di1erential expression of vimentin. A) Vimentin levels in the healthy and tumor tissues corresponding to each 
CRC patient. B) /e di1erence between the vimentin levels in the healthy and the tumor mucosas can be visualized by a cut-o1. C) Areas of 2
-DE maps from a healthy tissue and a tumor where the vimentin spot (pointed by arrows) is located (pI: isoelectric point). A decrease in the 
relative levels is clearly seen in this example. D) Immunodetection of vimentin isoforms in a healthy colorectal tissue and a tumor, corrobo-
rating the decrease of the protein levels in the latter. 

Figure 4. Analysis of the prohibitin levels. A) /e relative amount of prohibitin increased in 4 of the 5 patients studied. B) A plot of the indi-
vidual sample values showed it was not possible to establish an experimental cut-o1 to speci'cally distinguish healthy tissues from tumors. C) 
Prohibitin spot (arrow) shown in representative 2-DE maps from a healthy tissue and a colorectal tumor (pI: isoelectric point). An increase 
in the spot levels can be observed in the tumor. D) Speci'c immunodetection of prohibitin in a healthy colorectal tissue and a tumor. 
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crimination between the two types of samples studied 
(healthy vs tumoral). If we had done a simple univariate test, 
we would have found prohibitin was di1erentially expressed 
between the two tissues (for instance, p < 0.05 by a paired t-
test), but we would have probably discarded it since it does 
show the opposite variation in 1 out of 5 cases. Vimentin 
would have stood successfully the univariate testing (p < 
0.05); however a detailed examination of 'gure 3A reveals 
that patient 5 does not show such a high fold-variation (< 2 
fold) as the other sample pairs, though the di1erence be-
tween the tissues is clearly seen in the prohibitin level ('gure 
4A). /is example intuitively shows the major advantage of 
the multivariate approach, by selecting more than one pro-
tein to construct a panel that is expected to be more sensitive 
than a biomarker alone.  

4. Concluding Remarks 

/is study has shown the utility of multivariate methods, 
especially PCA, for the evaluation of a 2-DE dataset, as well 
as for the selection of a reduced set of potential markers for 
the disease. In this case, the proteins vimentin and prohibitin 
were selected through this approach and showed signi'cant 
changes in their levels between healthy and tumoral colorec-
tal mucosa. Vimentin was able to correctly classify all the 
samples studied, whereas prohibitin could not do this alone. 
However, PCA and LDA showed that both proteins together 
were able to discriminate correctly 100% of the samples. Fur-
ther studies will clarify if it is vimentin alone or the combi-
nation of both proteins that gives the best results for diagno-
sis of colorectal tissues. 
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Practical approach of the mutational pressure theory cre-
ated by Noboru Sueoka [1] has been developed in our recent 
work [2]. Levels of mutability for di0erent conformational B
-cell epitopes of the same protein can be compared based on 
knowledge of mutational pressure directions in the subse-
quent gene [2]. 4e less mutable epitope is encoded by a part 
of a gene which is protected from missense nucleotide muta-
tions occurrence better than others due to certain features of 
its nucleotide content and composition [2]. 

According to our results, there is AT-pressure in the env 
gene of Human immunode8ciency virus type 1 (HIV1), 
while the rates of G to A transitions in that gene are higher 
than rates of C to T(U) transitions, and the rates of C to A 
transversions are higher than rates of G to T(U) transver-
sions [2]. 

Symmetric mutational AT-pressure leads to the decrease 
of the quantity and length of linear B-cell epitopes [3, 4]. 
However, antigenic properties of glycoproteins depend both 
on existence of immunogenic amino acid stretches forming 
conformational epitopes and on existence of glycans con-
nected with them [5]. Glycan can be connected with protein 
via “-OH” group of serine or threonine side chain (this type 
of glycosylation is known as O-glycosylation) and via “-NH2” 
group of asparagine side chain (this type of glycosylation is 
known as N-glycosylation) [5, 6]. Side chains of some other 
natural and modi8ed amino acids can also be glycosylated. It 
is known that many hydroxylisine residues of collagen are O
-glycosylated [5]. Rare cases of O-glycosylation via tyrosine 
and hydroxyproline side chains have been described, as well 
as a single (to this date) case of N-glycosylation via arginine 
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Abstract 

1. Introduction 

In silico directed mutagenesis with the aim to estimate consequences of mutational pressure on number of N- and O-glycosylation sites has 
been proposed as an important step in antigen design. Using this kind of methodology one is able to estimate probabilities at which N- and O
-glycosylation sites can be destroyed and created due to one-step missense mutations caused by mutational pressure in the subsequent gene 
and to select a region of a protein with a lowest probability of new glycosylation site occurrence. Mutational AT-pressure has been simulated 
in the region of env gene coding for HIV1 gp120. Consequences of 741 amino acid substitutions caused by missense GC to AT mutations 
have been predicted with the help of NetNGlyc 1.0 and NetOGlyc 3.1 algorithms. 4e probability of O-glycosylation site destruction (2.16%) 
in HIV1 gp120 protein due to a single missense GC to AT mutation in env gene is higher than the probability of a new site creation (0.40%). 
4e probability of N-glycosylation site destruction in HIV1 gp120 protein is equal to the probability of its creation (5.53%), while the number 
of N-glycosylation sites which can be created due to a single missense GC to AT mutation in env gene is 1.27 times higher than the number 
of N-glycosylation sites which can be destroyed  

Keywords: HIV1; N-glycosylation; O-glycosylation; gp120; mutational pressure; B-cell epitopes . 
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side chain [5, 6]. SoKware for prediction of sites for those 
rare types of O- and N-glycosylation has not been created yet 
due to the insuVcient volume of data.  

4e purpose of this study was to simulate AT-pressure in 
the region of env gene coding for HIV1 gp120, to estimate its 
inWuence on frequencies of N-glycosylation (via asparagine 
residues) and O-glycosylation (via serine and threonine resi-
dues) sites and to select B-cell epitope of gp120 with lowest 
probability of a new glycosylation site occurence. 

Sites for O-glycosylation have been predicted by NetOGlyc 
3.1 soKware [7] (http://www.cbs.dtu.dk/services/NetOGlyc). 
4is soKware producing neural network predictions based 
on 299 known and veri8ed mucin-type O-glycosylation sites 
has already been used in theoretical study [8].Sites for N-
glycosylation have been predicted by NetNGlyc 1.0 soKware 
(http://www.cbs.dtu.dk/services/NetNGlyc), which has also 
showed good performance in several bioinformatical works 
[9, 10, 11]. 

Peptides corresponding to those B-cell epitopes of viral or 
bacterial proteins which are not glycosylated and have low 
probability to acquire a new site for glycosylation due to mu-
tational pressure should show better performance as anti-
gens for ELISA test systems and as components of synthetic 
vaccines. Immunization to that kind of peptides should de-
crease the probability of immune escaping by the way of 
mutation creating a new glycosylation site. 4ose B-cell 
epitopes which can acquire N- or O-glycosylation site due to 
a single amino acid substitution caused by mutational pres-
sure should be excluded from antigen design study on its 
early in silico step. It will help future investigators to save 
time and funds for their in vitro and in vivo experiments 
(peptide synthesis, testing antigenic properties of peptides in 
ELISA, immunization of laboratory animals, aVnity puri8-
cation of antibodies and, 8nally, clinical trials). 

2. Material and Methods 

As a material we used nucleotide sequence of the HIV1 
env gene region coding for gp120 protein from the reference 
strain of that virus [NC_001802]. We introduced all possible 
point missense nucleotide mutations of GC to AT direction 
in that coding region. 4en consequences of each of those 
possible 741 amino acid substitutions have been predicted 
with the help of NetOGlyc 3.1 [7] and NetNGlyc 1.0 algo-
rithms. 

Introduction of point missense nucleotide mutations of 
GC to AT direction has been performed with a help of sim-
ple but useful original MS Excel algorithm entitled 
“Mutational Pressure Simulator”. To use this soKware availa-
ble via our webpage (www.barkovsky.hotmail.r) one should 
enter nucleotide sequence of a protein coding region in a 
special cell on its “nucleotide sequence” list. 4en one should 
enter certain codon in which mutation should be introduced 
as well as resulting codon in cells on the same list. 4e set of 
amino acid sequences with introduced mutations can be 
found in a column of the “nucleotide sequence results” list. 

Each of those sequences possesses amino acid substitution 
resulting from single codon mutation. 4e algorithm uses 
universal genetic code to translate nucleotide sequences into 
amino acid sequences. In case if there are some deviations 
from universal genetic code in the genome of given specie, 
the code used by the algorithm may be changed manually. 
To make this operation one should introduce corrections 
into the genetic code table on the “genetic code” list. 4e 
output of the “Mutational Pressure Simulator” algorithm 
(amino acid sequences) is in FASTA format. It means that all 
the resulting sequences may be copied from the “nucleotide 
sequence results” list and pasted into the special 8eld of 
NetNGlyc 1.0 or NetOGlyc 3.1. 

“Mutational Pressure Simulator” is also able to introduce 
single amino acid mutations in the amino acid sequence 
entered in the cell on the “amino acid sequence” list. 4e set 
of sequences with introduced mutations can be found in a 
column of the “AA results” list in FASTA format. 

Information from the output of NetNGlyc 1.0 and NetO-
Glyc 3.1 used in this study includes: 1) number of sites for N
- and O-glycosylation in each mutated sequence; 2) location 
of a new N-glycosylation or O-glycosylation site; 3) location 
of a site for N-glycosylation or O-glycosylation which has 
been destroyed due to a single amino acid substitution. 

To calculate total probability of N-glycosylation site crea-
tion due to a single amino acid substitution caused by AT-
pressure we divided the number of amino acid substitutions 
creating new sites for N-glycosylation by the total number of 
possible amino acid substitutions produced by missense GC 
to AT mutations. Other probabilities, including those for 
each glycosylation site destruction and creation, have been 
calculated in a similar way. 

3. Results 

3.1 Consequences of GC to AT missense mutations in env gene 
for number of O-glycosylation sites in HIV1 gp120 protein 

According to the results of NetOGlyc 3.1 prediction, there 
is a single site for O-glycosylation in HIV1 gp120 protein 
from reference strain. 4is site is quite unstable under the 
pressure of GC to AT nucleotide mutations (see Figure 1). 
Sixteen amino acid substitutions in the area near that site 
lead to its disappearance (the probability of its destruction 
due to a single missense GC to AT mutation is equal to 
2.16%). Just two of those mutations lead to the replacement 
of threonine residue itself (See Supplementary material, Ta-
bles 1-4). Six of those mutations lead to the replacement of 
alanine residue near threonine, and four – to the replace-
ment of proline residue. 4is data is in consistence with the 
known fact that threonine and serine residues are O-
glycosylated in case if they are surrounded by proline and 
alanine residues [7]. Both proline and alanine are encoded 
by GC-rich codons (CCX and GCX, respectively). 

Interestingly, only a single O-glycosylation site can be cre-
ated in gp120 protein due to one-step missense GC to AT 
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mutations in the region of env gene coding for it. 4e proba-
bility of creation for that O-glycosylation site (0.40%) is 5.4 
times lower than the probability of destruction for existing O
-glycosylation site. New O-glycosylation site can appear in 
the sequence “PTDPNP” enriched by proline residues situat-
ed in C1 region of gp120. 

3.2 Consequences of GC to AT missense mutations in env gene 
for number of N-glycosylation sites in HIV1 gp120 protein 

According to the results of NetNGlyc 1.0 predictions, the 
probability of N-glycosylation site creation in HIV1 gp120 
protein due to a single missense GC to AT mutation in env 
gene (5.53%) is exactly the same as the probability of N-
glycosylation site destruction. Since asparagine is encoded by 
GC-poor codons (AAT/C), its level of usage increases due to 
GC to AT mutations. However, consensus sequence for N-
glycosylation site (also known as “sequon”) is “Asn-Xaa-4r/
Ser” (where Xaa is not Pro). It means that serine and threo-
nine replacements due to AT-pressure lead to the destruc-
tion of N-glycosylation sequons. 

4ere are 8Keen sites for N-glycosylation in gp120 protein 
(according to NetNGlyc 1.0 prediction), each of which can 
be destroyed by AT-pressure due to replacement of serine or 

threonine residue in its sequon. However, some of those sites 
can be destroyed due to many other amino acid replace-
ments (See Supplementary material, Tables 1-4). 4e most 
unstable N-glycosylation site is situated in the V3-loop of 
gp120: it can be destroyed due to seven di0erent amino acid 
replacements caused by AT-pressure both in the sequon 
itself and in the area near it (see Figure 1). 

4e number of N-glycosylation sites which can appear due 
to AT-pressure is 1.27 times higher than the number of sites 
which can be destroyed. Indeed, since serine and threonine 
are encoded by codons of average GC-content, they can not 
only disappear, but also appear due to GC to AT missense 
mutations. So, in general, AT-pressure leads to the increase 
of the number of N-glycosylation sites in gp120 protein. 

3.3 Consequences of di%erent types of GC to AT missense mu-
tations in env gene for number of N-glycosylation sites in 
HIV1 gp120 protein 

For 215 possible missense G to A transitions (see Supple-
mentary material, Table 1) the probability of N-glycosylation 
site creation is higher than that for N-glycosylation site de-
struction (4.19% versus 2.33%). 4ose one-step transitions 
can create nine and destroy four N-glycosylatyion sites. 

Figure 1. Probabilities of creation and destruction for N- and O-glycosylation sites along the length of gp120 protein from HIV1 reference 
strain. Five comformational epitopes [2] are designated by bars. Boarders of canonical conserved (C) and variable (V) regions of gp120 are 
provided. “Hidden sequons” for N-glycosylation are shown  
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Since G to A transitions occur in HIV1 genes more frequent-
ly than other types of GC to AT mutations, in general, this 
speci8c mutational A-pressure [12] should lead to the 
growth of the number of N-glycosylation sites in gp120 pro-
tein. Obviously, amino acid substitutions of Ser2 to Asn di-
rection can not only create new sites for N-glycosylation due 
to Asn appearance, but also destroy previously existed ones 
due to Ser disappearance (See Supplementary material, Table 
1). 

For 128 possible missense C to T(U) transitions (see Sup-
plementary material, Table 2) the probability of N-
glycosylation site creation is lower than that for N-
glycosylation site destruction (5.47% versus 11.72%). 4ose 
one-step transitions can create four and destroy ten N-
glycosylatyion sites. Two thirds of destructive missence C to 
T(U) mutations lead to 4r to Ile replacement (see Supple-
mentary material, Table 2). Sequons for N-glycosylation 
containing threonine in their third positions can be de-
stroyed by this kind of amino acid substitution, as well as by 
4r to Met substitution which may also be caused by mis-
sence C to T(U) mutation. 

For 187 possible missense C to A transversions (see Sup-
plementary material, Table 3) the probability of N-
glycosylation site creation is also lower than that for N-
glycosylation site destruction (7.49% versus 8.56%). 4ose 
one-step transversions can create nine and destroy twelve N-
glycosylatyion sites. 4e main cause of the destructive e0ect 
of missence C to A transversions is in their ability to cause 
4r to Lys amino acid substitutions which can destroy se-
quons for N-glycosylation (see Supplementary material, Ta-
ble 3). 

For 220 possible missense G to T(U) transversions (see 
Supplementary material, Table 4) the probability of N-
glycosylation site creation is higher than that for N-
glycosylation site destruction (5.00% versus 2.28%) mostly 
due to their ability to cause Lys to Asn substitutions. 4ose 
one-step transversions can create eight and destroy four N-
glycosylatyion sites. 

4e probability to be N-glycosylated for a given site may 
become low not only due to direct destruction of the sequon 
(due to Asn, Ser or 4r disappearance), but also due to other 
types of amino acid substitutions. 4eoretically, some of 
those amino acid substitutions should be able to make the 
region containing sequon less hydrophilic. For example, Pro 
to Leu4 substitution caused by C to T(U) mutation drastical-
ly decreased the score for N-glycosylation of a certain se-
quon (see Supplementary material, Table 2). As we have 
found out, C to T(U) mutations are prone to decrease the 
score of linear B-cell epitopes predicted by BepiPred 1.0 [13]. 
In general, missense C to T(U) mutations should have a de-
structive e0ect on antigenic determinants (both glycosylated 
and not glycosylated) helping the virus to escape humoral 
immune answer [3]. However, the percent of destructive 
amino acid replacements which are unable to destroy a se-
quon for N-glycosylation is relatively low (7.3%). In contrast, 
the percent of amino acid substitutions which are unable to 

create a new sequon but have made the score of the sequon 
higher than the threshold is equal to 53.7%. In other words, 
mutational AT-pressure destroys sequons for N-
glycosylation mostly in direct manner (causing replacements 
of Asn, Ser and 4r), while it can 1) create new sequons for 
N-glycosylation and 2) make “hidden sequons” more suita-
ble for that kind of posttranslational modi8cation. “Hidden 
sequons” themselves may also be consequences of AT-
pressure which increases the level of asparagine usage in 
proteins. 4ey should be abundant in proteins encoded by 
GC-poor genes, such as HIV1 gp120 protein. Indeed, there 
are 24 sequons for N-glycosylation in the gp120 protein. All 
of those sequons may be glycosylated in vitro [14]. However, 
according to NetNGlyc 1.0 predictions, only 15 of them have 
a high probability to be glycosylated. 

4. Discussion 

4.1 &e role of in silico directed mutagenesis using so'ware for 
glycosylation sites prediction in antigen design studies 

4e 8nal aim of antigen design study is in the development 
of new components for vaccines. Synthetic and recombinant 
vaccines are usually based on peptides corresponding to 
short fragments of proteins exposed on a surface of virions 
or bacterial cells. 4e main idea of synthetic vaccine creation 
is in the possibility to immunize person against the con-
served antigenic determinant shared by the most of the 
strains of the given pathogen. To make this idea work well 
one should carefully select antigenic determinant of the pro-
tein of interest. 4e 8rst step of that selection usually in-
cludes mapping of B-cell epitopes. 4ere are numerous bio-
informatical methods able to predict B-cell epitopes (either 
liner [13, 15, 16] or conformational [17, 18]) or regions of a 
protein exposed to a solvent [19]. However synthetic pep-
tides corresponding to strongest B-cell epitopes oKen can 
not be recognized by antibodies against fragments of the 
native molecule and vice versa. One of the causes of the lack 
of immunological cross-reactivity is in the fact that many 
strong B-cell epitopes are mapped in regions containing pro-
line and glycine residues [4]. 4ose residues usually form 
beta-turns which are situated on a surface of a molecule. 
However those beta-turns are formed mostly during the 
folding of the whole molecule. Short peptides corresponding 
to them usually have quite di0erent conformations. So, one 
should select those fragments of a protein which confor-
mation and secondary structure should not depend on long-
distance interactions with other parts of a native full-length 
molecule, even though their score of immunogenicity is 
some lower than for other fragments [2]. 

4e second step of antigen design study usually includes 
searching for conserved B-cell epitopes in a protein of inter-
est. 4is step is usually based on alignment of amino acid 
sequences of that protein from di0erent strains of the same 
pathogen [2]. As a result, B-cell epitope the structure of 
which is under the inWuence of the stronger negative selec-
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tion should be determined. 
In our works [2, 20] we introduced another step of antigen 

design studies based on mutational pressure theory. 4e aim 
of this step is in the selection of the less mutable B-cell 
epitope. To select the less mutable B-cell epitope one should 
estimate the most frequent types of nucleotide mutations in 
a gene coding for a protein of interest (main directions of the 
mutational pressure) and compare levels of mutability for 
regions coding for B-cell epitopes. 4e less mutable B-cell 
epitope should be encoded by a region of a gene with the 
lowest level of missense sites for the most frequent nucleo-
tide mutations and the highest level of synonymous sites for 
them [2]. 4e probability to be missense for the most fre-
quent types of nucleotide mutations should be low in a re-
gion of a gene coding for the less mutable B-cell epitope [2]. 

In the current article we introduce yet another important 
step of antigen design study which is also based on muta-
tional pressure theory [1]. It is known that appearance of 
new sites for glycosylation in viral epitopes leads to the loss 
of protective e0ect in case of immunization against recombi-
nant or synthetic peptides [21]. 4at is why it is important to 
estimate a risk of a new site for glycosylation appearance due 
to mutations of a preferable direction in each of the confor-
mational epitopes of a protein of interest before the start of 
the vaccine design project. Synthetic peptides corresponding 
to B-cell epitopes which are glycosylated or have a high 
probability to be glycosylated aKer a single amino acid sub-
stitution caused by mutational pressure should not be used 
as antigens for vaccine development. 

In case if all the conformational epitopes already possess 
sites for glycosylation, an epitope with the most stable site 
for glycosylation should be chosen for production of recom-
binant peptide in eukaryotic cells. Synthetic peptide can also 
be conjugated with a certain glycan. 4is kind of synthetic 
vaccine may be developed in case if the structure of a glycan 
is constant. It has been shown that di0erent glycans are at-
tached to di0erent N-glycosylation sites of HIV1 gp120 pro-
tein in di0erent cell lines [21, 22]. 

4.2 Selection of the best antigen for vaccine design study using 
results of in silico directed mutagenesis with so'ware for gly-
cosylation sites prediction 

Five conformational B-cell epitopes have been mapped by 
us on HIV1 gp120 protein in the previous study [20]. For 
this purpose DiscoTope 1.2 [17], Epces [18] and Epitopia 
[19] algorithms have been used. In the current work we 
compared their suitability for inclusion in antigen design 
study based on data received from in silico directed muta-
genesis session with soKware for glycosylation sites predic-
tion. 

In Figure 1 probabilities of destruction and creation are 
given for each N-glycosylation site along the length of gp120 
protein from reference HIV1 strain. 4e highest probability 
of new N-glycosylation site appearance due to AT-pressure 
is characteristic to V1-V2 region of gp120. 

4ere are no N-glycosylation sites in two from 8ve confor-
mational B-cell epitopes of gp120 predicted by us [2] (in 
epitope 1 from C1 region and in epitope 5 from C4-V5-C5 
region). AT-pressure can create a single N-glycosylation site 
in epitope 1 at a probability which is two times lower than 
that for creation of a single N-glycosylation site in epitope 5. 
Two N-glycosylation sites can appear due to AT-pressure in 
epitope 3 (this region plays important role in CD4 receptor 
binding) and epitope 4 (in highly variable V4-loop). 

Five sites for N-glycosylation which can appear due to 
several single amino acid substitutions are represented by 
“hidden sequons”. Di0erent types of amino acid substitu-
tions near those sequons may drastically increase their prob-
abilities to be N-glycosylated. In contrast, probabilities to be 
N-glycosylated for three other “hidden sequons” did not 
become higher than the threshold during the current session 
of in silico mutagenesis. 

“Hidden sequons” which may become N-glycosylated due 
to a single amino acid substitution caused by mutational AT-
pressure can be found in epitope 3, epitope 4 and epitope 5 
(see Figure 1). Moreover, epitope 4 possesses yet another 
“hidden sequon” which cannot become suitable for N-
glycosylation at least due to a single amino acid substitution 
caused by mutational AT-pressure. 

Results showed that epitope 1 is more suitable for antigen 
design than four other epitopes predicted by us [2]. 4at 
region is not glycosylated, it has no “hidden sequons” for N-
glycosylation and the probability of N-glycosylation site cre-
ation due to AT-pressure  is lower for it than for other con-
formational B-cell epitopes. Moreover, this epitope is the less 
mutable one [2]. 

Results of our in vitro experiments showed that there are 
antibodies able to cross-react with the peptide NQ21 corre-
sponding to the consensus sequence of that epitope in blood 
of 80.22% of persons with currently diagnosed HIV1-
infection [2]. 4is high level of sensitivity for an ELISA test 
system based on the short NQ21 peptide conjugated with 
biotin could not be reached in case of a high probability of 
new N-glycosylation site appearance in the epitope 1 of 
gp120. 

5. Concluding Remarks 

In silico directed mutagenesis with estimation of the muta-
tional pressure consequences on number of N- and O-
glycosylation sites is an important step in the process of anti-
gen design. Short peptides corresponding to those epitopes 
which are not glycosylated and have a lowest probability of 
new N-glycosylation site appearance due to mutational pres-
sure are recommended for usage as new vaccine components 
and antigens for ELISA test systems. 

6. Supplementary material 

Supplementary data and information is available at: http:// 
www.jiomics.com/index.php/jio/rt/suppFiles/80/0 
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Table 1.Consequences of G to A missense mutations. 
Table 2. Consequences of C to T(U) missense mutations. 
Table 3. Consequences of C to A missense mutations. 
Table 4. Consequences of G to T(U) missense mutations. 
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Stable isotope probing (SIP) is an emerging tool for inves-
tigating metabolic key players in microbial communities and 
their interaction mechanisms [1]. In brief, substrates are 
labeled with heavy isotopes, such as 13C, 15N or 36S, which are 
then incorporated into biomolecules by the metabolic activi-
ty of the cells [2-4]. In addition to the application of SIP with 
nucleic acids, the use of proteins in SIP has recently been 
established [2, 3, 5, 6]. As proteins closely re6ect the cell ac-
tivity at any time point, this approach enables concomitant 
functional analysis of microbial communities.  

In protein-SIP, the incorporation of heavy isotopes can be 
detected as a mass shi7 of peptides derived from the ana-

lyzed proteins which can be measured by mass spectrometric 
analysis. From a peptide mass spectrum, the quanti;cation 
of the fraction of heavy isotopes of a speci;c element, e.g. 
13C, referred to as relative isotope abundance (RIA), is possi-
ble either in a sequence-dependent or sequence-independent 
approach, with the latter using the half decimal place rule [7-
9]. For the sequence-dependent approach, an accuracy of ± 
0.1% 13C RIA using at least 20 peptides has been claimed 
[10] . 

Besides the RIA data, the intensity ratio between labeled 
and unlabeled peptide forms is also of interest, especially in 
time-series experiments. Ais ‘labeling ratio’ (lr) was recently 
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Abstract 

1. Introduction 

Although many examples of syntrophic cultures are known, details of carbon utilization and carbon transfers within them o7en remain elu-
sive due to limitations in methods used to detect carbon 6ux. We have applied the recently developed method of protein-based stable isotope 
probing (protein-SIP) to track carbon 6ow in a mixed culture of acidophilic bacteria. Ae heterotroph Acidiphilium cryptum was grown in 
the presence of 13C-labeled galactose, together with the iron- and sulfur-oxidizing autotroph Acidithiobacillus ferrooxidans. Cultures were 
harvested at ;ve time points, proteins extracted and separated by 1-dimensional SDS gel electrophoresis, peptides obtained by tryptic digest 
of gel slices and analyzed by UPLC Orbitrap MS/MS measurements. Syntrophic interactions were con;rmed by analysis of the time-
dependent incorporation of 13C into peptides, and quanti;ed by calculation of relative isotope abundance (RIA) and labeling ratio (lr) from 
mass spectral isotope patterns. 13CO2 formed by catabolism of galactose by A. cryptum, was found to be assimilated by At. ferrooxidans which 
used tetrathionate as electron donor. Mass spectral data indicated that 13C-labeled organic substances, mostly peptides, secreted by the 
chemoautotroph were assimilated by the heterotroph. Ae data provided unequivocal evidence for two-way transfer of carbon in mixed cul-
tures of autotrophic and heterotrophic acidophilic bacteria. 

Keywords: Mass spectrometry; protein-SIP; acidophiles; carbon 6ux. 
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used to detect induction of speci;c proteins a7er a substrate 
shi7 based on di\erences in protein synthesis rates [8]. Ae 
potential of protein-SIP to detect metabolic activities in de-
;ned communities as well as in enrichment cultures was also 
proven in recent studies [2, 11, 12], though a demonstration 
of the applicability of protein-SIP to detect the carbon 6ux 
between di\erent species has not previously been reported. 

Acidithiobacillus (At.) ferrooxidans was the ;rst aci-
dophilic bacterium shown to oxidize ferrous iron as well as 
reduced sulfur and has subsequently been shown to oxidize 
hydrogen and formic acid. Ae pH range of the type strain is 
1.5 to >4.0 with an optimum for growth of about 2.0 [13-16]. 
Ae genus Acidithiobacillus currently comprises four recog-
nized species, two of which (At. ferrooxidans and the psy-
chrotolerant species At. ferrivorans) are iron oxidizers [17, 
18] and all of which are autotrophs. Ae physiological diver-
sity and versatility of iron-oxidizing metabolic activity may 
be the reason for the wide distribution of this genus in a va-
riety of acid mine drainage sites [19].  

Acidiphilium spp. are obligately heterotrophic acidophiles 
(with the exception of Acidiphilum (A.) acidophilum, which 
is a facultative autotroph) that are widely distributed in met-
al-rich, acidic environments [20]. Aey can grow on a wide 
range of monosaccharides, dicarboxylic acids and tricarbox-
ylic acids [21]. Ae type species of the genus Acidiphilium 
cryptum is o7en found in close association with acidophilic 
chemoautotrophs such as At. ferrooxidans. Ae syntrophic 
relationship of the acidophilic species involves organic sub-
stances that derive from the autotroph (as exudates or cell 
lysates) being used as carbon and energy sources by Acidip-
hilium spp., and other heterotrophic acidophiles [21, 22]. 
Ferric iron generated by iron-oxidizing acidithiobacilli can 
be used by Acidiphilium as an alternative electron acceptor 
to oxygen in oxygen-limited environments [19]. In addition, 
carbon dioxide generated by heterotrophic bacteria has been 
postulated to be used by autotrophic iron- and sulfur-
oxidizing acidophiles [23], though this has not hitherto been 
proven. 

Commonly carbon uptake and exchange within microbial 
consortia is detected by nucleotide-, fatty acid-SIP or by 
tracing 14C-carbon [24, 25]. In addition, methods such as 
Raman spectroscopy, microautoradiography, and nanoSIMS 
have been used to analyze the 12C/13C carbon composition of 
cell compartments revealing a high resolution of single cells 
within complex communities [26, 27]. Besides the utmost 
level of sensitivity, a direct combination of isotope detection 
and phylogenetic origin is only possible by the concomitant 
use of phylogenetic probes and microscopy (FISH).  

In this study, we used protein-SIP for tracking the carbon 
6ux in a mixed culture of At. ferrooxidans and A. cryptum. A 
time-series experiment was set up using 13C-labeled galactose 
as substrate for A. cryptum. At. ferrooxidans is a strict 
chemoautotroph [21] and is not able to catabolize galactose 
or other monosaccharides. In a hypothetical model, a release 
of 13CO2 by the heterotrophic species is assumed, which then 
is assimilated by the autotrophic species. In the course of the 

metabolic activity, 13C-labeled organic exudates are formed 
which might be used again by the heterotroph. Ae quanti;-
cation of time-dependent 13C incorporation into the proteins 
of At. ferrooxidans and A. cryptum was measured by mass 
spectrometric analysis. Ae results from this study of a sim-
ple microbial community can be used to estimate the generic 
applicability of the protein-SIP method for carbon 6ux anal-
ysis. 

2. Materials and methods 

2.1 Bacterial strains and growth conditions 

A. cryptumT (DSM-2389) and At. ferrooxidansT (DSM-
14882) obtained from the German Collection of Microor-
ganisms and Cell Cultures (DSMZ; Braunschweig, Germa-
ny) were used in the experimental work. A. cryptum was 
grown in a medium containing basal salts and trace elements 
(pH 3.0) [28] supplemented with 10 mM galactose, at 30°C 
and with continuous shaking (130 rpm). At. ferrooxidans 
was pre-cultured under the same growth conditions but the 
growth medium was supplemented with 2.5 mM potassium 
tetrathionate instead of galactose. 

2.2 Experimental set up and sampling 

Pure cultures of At. ferrooxidans and A. cryptum, grown as 
described above, were harvested in early stationary growth 
phase by centrifugation (11,000 x g, 30 min, 4°C) in an 
AvantiTM J-30I centrifuge (Beckman Coulter, Fullerton / 
USA). Cell pellets were washed several times with basal salts 
(pH 3.0) to remove any remaining traces of galactose or 
tetrathionate. Pellets were resuspended in basal salts pH 3.0 
and cell numbers were determined using a Aoma counting 
chamber.  

For the main experiment, 15 identical cultures were set up 
in 250 ml shake 6asks, each containing 60 ml of growth me-
dium (basal salts/trace elements, supplemented with 2.5 mM 
potassium tetrathionate and 1 mM 13C galactose (Campro 
Scienti;c, Ae Netherlands) at pH 3.0). Five additional shake 
6asks containing unlabeled galactose (and tetrathionate) 
were set up as controls. Cells from the pre-cultures of At. 
ferrooxidans and A. cryptum were inoculated into fresh me-
dia, giving a ;nal cell number of 2*103 cells/ml of each bacte-
rium. Ae shake 6asks were closed air-tight using screw-tops 
with central rubber septa, to allow sampling of the gas and 
liquid phases. Ae 6asks were incubated in a rotary shaker 
(130 rpm) at 30°C. Control 6asks were sampled on a daily 
basis to determine concentrations of galactose and tetrathi-
onate and to measure pH. At di\erent points in the culture 
growth cycles, triplicate 6asks containing 13C galactose and 
one control 6ask were removed. Eight milliliters of the gas 
phase were removed from each 6ask using a syringe, and 
stored in 10 ml headspace vials (previously 6ushed with ni-
trogen). Next, the 6asks were opened and 5 ml aliquots of 
the liquid phase were withdrawn for FISH analysis 
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(described below) and the cells in the remaining liquid phase 
were concentrated by centrifugation (11,000 x g, 30 mins, 4°
C). Ae supernatant and the cell pellet were stored separately 
at -20°C for further analysis. A small volume of the superna-
tant was also used for ;nal determination of pH and concen-
trations of galactose and tetrathionate. 

2.3 Physicochemical analysis 

Ae pH in the liquid phase was determined using a com-
bined Sentix20 pH electrode (WTW, Germany) coupled to a 
Calimatic 766 pH meter (Knick, Germany). Tetrathionate 
was assayed by cyanolysis as described by Kelly et al. [29]. 
Galactose was determined as previously described [10]. 

2.4 Fluorescent in situ hybridization (FISH) 

Five milliliters of each sample were concentrated by cen-
trifugation for 15 min at 11,000 × g and 4°C. Cell pellets 
were suspended in 100 μl of the residual 6uid and ;xed by 
adding three volumes of a paraformaldehyde solution (4% 
(w/v) in phosphate-bu\ered saline (PBS)). A7er ;xation for 
3 h at 4°C, cells were washed in 1×PBS and stored in etha-
nol:1×PBS (1:1) at −20°C until analyzed [30, 31]. To deter-
mine total cell numbers, cells present in the samples were 
stained with 4-,6-diamidino-2-phenylindole (DAPI) and 
visualized by epi6uorescence microscopy. Enumeration of 
the DAPI-stained cells was performed on Te6on-coated 
glass by using 2 μl of the ;xed cell suspension. For hybridiza-
tion of At. ferrooxidans cells the oligonucleotide probe used 
was TF539 (5'- CAG ACC TAA CGT ACC GCC -3') labeled 
with 6uorescein at the 5’-end, according to [32], while for A. 
cryptum the probe used was Acdp821 (5'- AGC ACC CCA 
ACA TCC AGC ACA CAT -3') Cy3-labeled at the 5’ end, as 
described in [33]. 

To adjust the probe speci;city, the hybridization bu\er for 
TF539 was supplemented with 20% (v/v) formamide and for 
Acdp821 with 25% (v/v) formamide. Hybridization was per-
formed at 46°C and washing at 48°C for both probes. Wash-
ing solutions were prepared as described previously [34]. 

2.5 Protein extraction 

Cell pellets were suspended in 200 µl of urea bu\er (8 M 
urea, 40 mM Tris-HCl pH 7.5, 4 mM DTT, 1 mM PMSF, 1 
µl/ml benzonase) and subsequently disrupted by three cycles 
of ultrasonic treatment under continuous cooling on ice 
(ultrasonic processor UP50H equipped with ultrasonic 
probe MS1, Hielscher ultrasonics, Teltow, Germany). A7er 
incubation for 1.5 h at room temperature, cell debris were 
separated by centrifugation at 16,000 x g for 20 min and 4°C 
(Laboratory Centrifuge 3K30, Sigma, Osterode, Germany). 
Ae supernatant was kept at 4°C and immediately subjected 
to further processing steps. 

2.6 Protein separation and mass spectrometric analysis 

Protein concentration was determined using the Bradford 
assay [35].{Marion M, 1976 #972} For 1-dimensional gel 
electrophoresis (1-DE), 50 μg of protein were precipitated 
with ;ve-fold volume of ice-cold acetone and separated us-
ing a 12% acrylamide separating gel and the Laemmli-bu\er 
system. A7er electrophoresis, protein bands were stained by 
colloidal Coomassie Brilliant Blue G-250 (Roth, Kassel, Ger-
many). One protein band in the mass range of 55 – 65 kDa 
was cut and subsequently in-gel tryptic digestion was per-
formed [3]. Tryptic peptides of each band were desalted by 
C18 ZipTip columns before MS-analysis. 

Peptides were analyzed by UPLC-LTQ Orbitrap-MS/MS 
as described in Bastida et al. [11]. Ae peptides of the 12C 
sample and the ;rst 13C replicate were eluted over 16 min 
with 2–80% solvent B (acetonitrile + 0.1% formic acid) gra-
dient using a nanoAcquity UPLC column (C18, 
75 mmx15 cm, 1.75 mm, Waters). Continuous scanning of 
eluted peptide ions was carried out between 400-2,000 m/z, 
automatically switching to MS/MS CID mode on ions ex-
ceeding an intensity of 3000. Raw data were processed for 
database search using Aermo® Proteome Discoverer so7-
ware (v1.0 build 43, Aermo Fisher Scienti;c). Search was 
performed by tandem mass spectrometry ion search algo-
rithms from the Mascot house server (v2.2.1). Ae following 
parameters were selected: TaxID 524 (A. cryptum) and 920 
(At. ferrooxidans) of NCBInr (National Center for Biotech-
nology Information, Rockville Pike, USA, version August 
2010 and later) as criterion for taxonomy, tryptic cleavage, 
maximal two missed cleavage sites. A peptide tolerance 
threshold of ±10 ppm and an MS/MS tolerance threshold of 
±0.2 Da were chosen. Carbamidomethylation at cysteines 
was given as static and oxidation of methionines as variable 
modi;cation. Only proteins with at least 2 identi;ed pep-
tides with a false-positive probability less than 0.05 (ion 
score threshold >40) were considered for further analysis.  

2.7 Calculation of relative isotope abundance (RIA) and label-
ing ratio (lr) 

Mass spectra were analyzed as described previously [8, 10]. 
In brief, the spectra were analyzed manually using 
QualBrowser v2.0.7 (Xcalibur®, Aermo Fisher Scienti;c 
Inc., Waltham MA, USA). Ae percentage of incorporated 
13C atoms in relation to the total number of carbon atoms in 
a peptide (RIA) was calculated by a widely applied method 
based on comparison of theoretical and experimental spec-
tral data. For semi-automatic calculation of the RIA, an Ex-
cel spreadsheet was used as described in Taubert et al. [8] 
(downloadable from the Helmholtz Centre for Environmen-
tal Research – UFZ, Department of Proteomics: http://
www.ufz.de/index.php?en=20647). 

Ae labeling ratio de;ned by Taubert et al. [8] as the pro-
portion of a peptide’s heavy isotope-labeled isotopologues of 
all isotopologues of that peptide, thereby having a range be-
tween 0 (only unlabeled peptide) and 1 (only labeled pep-
tide), was calculated to compare the labeled and unlabeled 
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peptide abundances in any one sample.  
Ae work6ow for the calculation was similar to that de-

scribed by Taubert et al. [8]: (i) a mass range covering the 
masses of heavy and light isotopologues of a peptide was 
selected and (ii) the peak intensities of both light and heavy 
isotopologues were compared within a sample using a time-
frame adjusted to the elution time of the peptide to calculate 
the labeling ratio. 

If more than one incorporation pattern was detected, la-
beling ratios had to be calculated for all patterns individual-
ly. For calculation of the labeling ratios on protein level, data 
of at least three peptides were averaged. 

3. Results and discussion 

3.1 Cultivation  

At. ferrooxidans and A. cryptum were grown as a mixed 
culture containing both 13C-labeled galactose and non-
labeled tetrathionate, together with control cultures contain-
ing non-labeled galactose and tetrathionate. Microbial 
growth was monitored by measurement of pH, tetrathionate 
and galactose (Figure 1A). Tetrathionate originally present 
in the culture medium (2.3 mM) was completely oxidized 
(by At. ferrooxidans) a7er 10 days of incubation. Additional 
tetrathionate (2.3 mM) was added on day 16, which was oxi-
dized within two days due to greater numbers of At. ferrooxi-
dans being present by this time. Ae metabolic activity of A. 
cryptum was con;rmed by the fact that all of the galactose in 
the medium had been removed by day 8. Although recent 
genome analysis of the type strain of At. ferrooxidans has 
identi;ed a galactose proton symporter-like gene, this has 
been suggested to be involved in molecular signaling [36]. 
Cultivation experiments of At. ferrooxidans showed that the 
species does not catabolize galactose. Ae pH of the medium 
changed from 3.0 to 1.87 during the incubation period, due 
to oxidation of tetrathionate to sulfuric acid. 

Growth of the two acidophiles was con;rmed by cell 
counts using FISH probes speci;c for each of the two spe-
cies. Cell numbers of A. cryptum (Figure 1B) increased from 
~ 2.0*103 to 1.0*107 cells/ml, and those of At. ferrooxidans 
(Figure 1C) from ~ 1.5*103 to 2.5*107 cells/ml over the time 
course (18 days) of the experiment. Time-related changes in 
cell numbers were uneven, though this was a consequence of 
the experimental design which did not track individual cul-
tures but instead involved the harvesting of entire liquid 
cultures at each time point. Ae apparent discrepancies were 
due to these cultures not being perfectly synchronized.  

3.2 Protein identi)cation 

Protein extracts from each time point and replicate were 

separated via 1-DE, and a gel band covering the protein mass 
of 55 – 65 kDa was typically digested and further analyzed by 
mass spectrometry. A total of 104 proteins were identi;ed in 
the combined searches from all non-labeled substrate cul-
tures (see Table S1). Ais relatively low number can be ex-
plained by the measurement of the de;ned mass range and 

Figure 1. Time course of growth parameters during 12C and 13C 
cultivations. Ae upper plot (A) shows galactose concentration of 
12C (∆) and 13C cultures (▲), tetrathionate concentration of 12C 
() and 13C cultures (�), pH of 12C (�) and 13C cultures (�). 
Values for 13C cultures are given as means of three replicates and 
corresponding standard deviations. Middle and bottom plots 
display changes in cell numbers of (B) A. cryptum and (C) At. 
ferrooxidans during the experiment. Each plot shows cell numbers 
in the 12C culture () and in three replicates of 13C cultures 
(replicate one (▲), two (▼), three (�) and average over all 
replicates (�). Additional tetrathionate (2.3 mM) was added on 
day 16. 
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cell numbers being quite low, especially for the ;rst time 
points. 

3.3 Incorporation of 13C in proteins of A. cryptum 

Ae RIAs and the lr of peptides from three proteins of the 
heterotroph A. cryptum (chaperonin GroEL, dihydroxy-acid 
dehydratase and 30S ribosomal protein S1; Table 1) were 
calculated using the semi-automatic script described by 
Taubert et al. [8]. Ae peptides were found to show two dis-
tinct incorporation patterns caused by di\erential incorpo-
ration of 13C. As an example, the mass spectral incorporation 
patterns for peptide AGGLPAVIGELIR of dihydroxy-acid 
dehydratase at all time points are shown in Figure 2A. An 
overview of the averaged values from all peptides is given in 
Figure 3. Ae pattern showed a rapid appearance of the 13C 

isotopologues at time point one (within 5 hours of incuba-
tion), exceeding the intensity of the 12C isotopologues at day 
8. Ae ;rst pattern, with an average RIA of around 25% 13C, 
decreased in relative intensity over time, from a lr of 0.19 ± 
0.03 a7er 5 h of incubation to a ;nal lr of 0.07 ± 0.06 at day 
18. Due to the low intensity and the associated dinculties in 
detection of the pattern in the spectra, both RIA and lr val-

Figure 2. Changes of peptide ion mass distributions during 
cultivation of A. cryptum and At. ferrooxidans in mixed culture. 
Representative mass spectra showing the peptide ion mass 
distribution of (A) peptide AGGLPAVIGELIR of dihydroxy-acid 
dehydratase (A. cryptum, gi148259108) and (B) peptide 
AFDGSSIAGWK of glutamine synthetase, type I (At. ferrooxidans, 
gi198282766). Intensity values are given as relative intensity of 
highest peak in the section depicted. 

Figure 3. Development of relative isotope abundance (RIA) and 
labeling ratio (lr) over time in proteins of A. cryptum (le7 side) and 
At. ferrooxidans (right side). In the upper section the time courses 
of the RIA for (A) A. cryptum and (D) At. ferrooxidans are shown. 
In both cases a higher (●) and a lower RIA (○) was detected. Plots 
are shown as mean values of three replicates, and are based on 
three proteins in the case of A. cryptum (chaperonin GroEL, 
gi148261486, dihydroxy-acid dehydratase, gi148259108, 30S 
ribosomal protein, gi148259766) and two proteins in the case of 
At. ferrooxidans (glutamine synthetase type I, gi198282766, 
chaperonin GroEL, gi198282835). RIA calculations are based on at 
least three peptides per protein, time point and replicate.  
Ae middle and lower section shows the development of the lr over 
time in proteins of A. cryptum (B and C) and At. ferrooxidans (E 
and F). Bars represent the distribution of the labeling ratios of 12C 
peak (white), lower 13C RIA peak (grey) and higher 13C RIA peak 
(black) at each time point of cultivation. A. cryptum proteins 
shown are (B) 30S ribosomal protein S1, gi148259766 and (C) 
dihydroxy-acid dehydratase, gi148259108. At. ferrooxidans 
proteins shown are (E) glutamine synthetase type I, gi198282766 
and (F) chaperonin GroEL, gi198282835. Calculations of lr are 
based on at least three peptides per protein, time point and 
replicate. Bars are averaged over three replicates. 
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ues for the later time points showed considerable variations. 
Ae second pattern, with a RIA of 67.4 ± 2.0% 13C a7er 5 

hours and 91.8 ± 1.0 % 13C at day 18, showed a strong in-
crease of the lr from 0.45 ± 0.07 to 0.94 ± 0.06, with the high-
est increase in intensity between day 4 and 8 (Figure 2A). 
Ais represents a high synthesis rate of proteins from a high-
ly 13C-labeled carbon source, and thus a rapid increase in 
microbial growth [8], which was also apparent from increas-
ing cell numbers (Figure 1B). Within the present experi-
mental setup, this was clearly a result of the metabolism of 
13C-galactose. Ae deviation between the galactose RIA of 
>=98% and the peptide RIA of 67 to 92% can be explained 
by the assimilation of unlabeled carbon sources, internal 
carbon reserves or secreted metabolites of At. ferrooxidans. 
As the ;rst pattern at lower RIA did not show any increase 
over time, it can be assumed that it was a result of metabolic 
processes proceeding prior to the ;rst sampling time. 

3.4 Incorporation of 13C in proteins of At. ferrooxidans 

For the autotroph At. ferrooxidans, values for RIA and lr 
of peptides from two proteins (glutamine synthetase, type I 
and chaperonin GroEL; table 1) were calculated. As an ex-
ample, the mass spectral incorporation patterns for peptide 
AFDGSSIAGWK of glutamine synthetase, type I at all time 
points are shown in Figure 2B. An overview of the averaged 
values from all peptides is given in Figure 3. As with A. cryp-
tum, the 13C isotopologues pattern appeared immediately but 
the 12C isotopologues showed a low intensity compared to 
the 13C pattern. An incorporation pattern of around 20% 
RIA was visible at early time points (Figure 2B). Ais pattern 
is increasing in intensity up to day 4, and also a slight in-
crease of the RIA to around 37% can be seen. From this time 
point on, no further increase in intensity was detected. Ais 
development of the pattern can be explained by an oxidation 
of galactose by A. cryptum, and the resulting 13CO2 being 
assimilated by the autotroph At. ferrooxidans. Until day 4 the 
predominant RIA pattern showed rather low 13C-
incorporation at a simultaneously high lr indicating the use 
of 13C-labeled and non-labeled CO2 (Figure 2B). In addition, 
another pattern at higher RIA of ~77% appeared at the same 
time (day 4), which increased to ~ 89% on day 18, also 
strongly increasing in intensity. Ais increase of the RIA 
correlated with the highest metabolic activity of A. cryptum 
as illustrated by the strongly increasing lr between day 4 and 
8 (Figure 2). Ae RIA in the CO2 fraction would have been 
expected to increase signi;cantly between day 4 and day 8, 
due to the oxidation of 13C galactose to 13CO2 by A. cryptum. 
Consequently, the shi7 of the incorporation pattern in At. 
ferrooxidans peptides can be explained by autotrophic CO2 
;xation and the increase of 13CO2 produced by A. cryptum.  

3.5 Carbon ,ux analysis 

As the syntrophic interaction between A. cryptum and At. 
ferrooxidans under the present experimental conditions was 

based on the oxidation of 13C-galactose to 13CO2 and the sub-
sequent uptake of labeled CO2, an increase of the labeling 
ratio of peptides from A. cryptum should correlate with an 
increase of the RIA of peptides from At. ferrooxidans. A7er a 
certain time, while a suncient amount of 13CO2 is produced 
by the heterotroph and assimilated by the autotroph, a simi-
lar RIA value should also have been detected in peptides of 
the autotroph. With the data obtained, both e\ects were ob-
served. A7er an initial lag phase, A. cryptum displayed maxi-
mal protein biosynthesis rate (growth) between day 4 and 
day 8, as illustrated by both signi;cantly increasing lr and 
cell numbers. Besides the use of 13C-labeled galactose, the 
RIA development of A. cryptum can be caused by the addi-
tional uptake of organic exudates and lysates from At. fer-
rooxidans, and the use of internal 12C carbon reserves which 
are depleted a7er day 4. In addition, the increased value of 
the RIA at the last two time points could be explained by 
increased 13C-incorporation in organic exudates and lysates 
as a result of increasing uptake of 13CO2 by At. ferrooxidans. 
13CO2 formation was detected by GC-C-IRMS measurements 
(data not shown). Ae overall syntrophic interaction be-
tween both species is shown in Figure 4. 

Heterotrophic acidophilic microorganisms such as Acidip-
hilium spp. have o7en been found living in association with 
acidophilic chemolithoautotrophs such as At. ferrooxidans 
[37]. Ais partnership has been reported for several microbi-
al communities in natural acidic habitats (e.g. the Tinto riv-
er), acid mine drainage and “biomining” environments [22, 
38]. Ae heterotrophs are capable of using at least some of 
the organic compounds secreted by the autotrophs and, by 
removing these, help to maintain conditions that are condu-
cive to the growth of the autotrophs. Ais is particularly im-
portant in closed environments (e.g. stirred tanks used for 
mineral bioprocessing) where concentrations of some solu-
ble carbon exudates might otherwise inhibit the growth and 
activities of chemoautotrophic bacteria [23]. Liu et al. re-
cently found that in an arti;cial mixed culture of A. acidoph-

Figure 4. Carbon 6ow within the syntrophic interaction of A. 
cryptum and At. ferrooxidans. Ae heterotroph catabolized 13C 
labeled galactose and released 13CO2 which was taken up and 
assimilated by the autotroph. In course of its metabolism the 
autotroph secreted dissolved organic compounds (DOC) which in 
turn were metabolized by the heterotroph. 
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ilum and At. ferrooxidans growth of the autotroph was pro-
moted by the heterotrophic partner by activating genes relat-
ed to iron oxidation and CO2 ;xation [39]. Ae ability of 
heterotrophic acidophiles to remove inhibitory organic com-
pounds and thereby facilitate the growth of iron- and sulfur-
oxidizing acidophiles is also the basis of the “overlay” plate 
technique for cultivating the latter on solid media, though 
here the organic materials are thought mostly to derive from 
the acid hydrolysis of the gelling agent (agar and derivatives) 
[40]. Ae “feedback” mechanism where carbon dioxide re-
leased by the heterotrophs is used by the autotrophs has pre-
viously been alluded to [23] but had not been proven. Data 
from the current work has con;rmed that this does indeed 
occur. 

4. Concluding remarks 

Ae applicability of protein-SIP to track carbon transfers 
in a de;ned mixed culture of autotrophic and heterotrophic 
bacteria was successfully demonstrated. Two-way transfer of 
carbon was con;rmed by changes of mass spectral patterns. 
Protein-SIP is therefore a potential technique for examining 
more complex microbial communities where metabolic ac-
tivities of microbial key players can be detected and quanti-
tatively described. In addition, secondary consumers using 
metabolites from the primary species and putative scaven-
gers are detectable by protein-SIP, allowing the construction 
of a carbon-based food web of a microbial community. Be-
sides the relatively high amount of biomass needed and the 
dependency of appropriate genomic data, Protein-SIP has 
some major advantages compared to other SIP approaches: 
i) DNA/RNA-SIP has a 100 fold lower accuracy and sensitiv-
ity, and no conclusion of a direct or indirect metabolisation 
of the carbon source can be achieved; ii) PLFA-SIP has a low 
phylogenetic resolution and a concomitant detection of 
di\erentially labeled phospholipid fatty acids is not possible. 
Ae progress in bioinformatics tools allowing an automatic 
analysis will increase the potential of protein-SIP for com-
plex studies. 

5. Supplementary material 

Supplementary data and information is available at: http:// 
www.jiomics.com/index.php/jio/rt/suppFiles/85/0 
 
Supplementary material includes Fig. S1 showing the pic-

tures of the 1-dimensional (1-DE) SDS gels of the samples. 
Table S1 includes all proteins identi;ed in the 12C samples.  
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Proteome analysis is a tool that can be used to visualize 
and, also, to compare complex mixtures of proteins, and to 
acquire important information about the individual proteins 
concerned in speci/c biological responses [1]. Proteomic is 

de/ned as the expressed complement of a genome. In com-
parison to the genome, the proteome is used to de/ne a se-
ries of proteins expressed by a certain organism, under cer-
tain conditions, serving as unique and informative infor-
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Abstract 

1. Introduction 

Re increase of vancomycin resistance enterococci (VRE) represents a 
threat for patient care and creates a reservoir of mobile resistance genes 
for other, more virulent pathogens. Re existence of VRE in diUerent 
ecologic niches complicates the understanding of its epidemiology. Re 
aim of the present study was to analyse the proteome of 2 vanA strains 
recovered from seagull faecal samples. Re vanA E. durans and vanA E. 
faecium strains presented diUerent genomic patterns: tet(M)-tet(L)-erm
(B) and tet(M)-tet(L)-erm(B)-hyl, respectively. A total of 123 spots were 
excised from two-dimensional gel electrophoresis (2-DE) gel of vanA E. 
durans SG 2 strain, and 16 were successfully identi/ed by using MS, rep-
resenting 42 diUerent proteins. For the vanA E. faecium SG 50 strain, 93 
spots were excised from the 2-DE gel and 23 were identi/ed, represent-
ing 47 diUerent proteins. Re vancomycin/teicoplanin A-type resistance 
protein VanA in E. durans SG 2 strain was present in two diUerent spots. 
Re identi/ed proteins have shown diverse functional activities including 
glycolysis, conjugation, translation, protein biosynthesis, among others. Ris work reports the impact of proteomics on knowledge of vanA-
containing enterococci and will be helpful to further understand the expression of proteins in antibiotic-resistant bacteria. 

Keywords: Antimicrobial resistance; Bioinformatics; Databases; Proteomics; VanA-containing Enterococcus; Virulence factors. 

 

2-DE: two-dimensional polyacrylamide gel electrophoresis; PCR: Polymerase Chain Reaction; MALDI-TOF MS: matrix-
assisted laser desorption ionization time-of-Wight mass spectrometry; spp.: subspecies; MIC: minimal inhibitory concentration  
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mation of both its phenotypic state. Ris results in cell re-
sponses to physiological and environmental perturbations, 
and genomic information reWected in the amino acid se-
quences of expressed proteins. Rerefore, the principal con-
cern of proteomic resides, in the identi/cation of proteins 
related to, in particular, cellular processes or presenting al-
tered expression pro/les as a consequence of diUerent physi-
ological conditions [2]. 

Various analytical tools such as two dimensional gel elec-
trophoresis, mass spectrometry and searches in generalist 
and Expressed Sequence Tags (EST) databases, modi/ed the 
protein identi/cation process [3]. Although not usually used, 
proteomic approaches participate in determining antimicro-
bial resistance mechanism(s) and other cell metabolic altera-
tions through the ability to study overall changes in bacteria 
[4]. Re model of protein species linked to the antimicrobial 
resistance has been investigated in a diversity of microorgan-
isms and with diUerent antimicrobial agents [4-6]. Re eval-
uation of changes in protein pro/les in response to various 
mechanisms of stress, such as the susceptibility to antimicro-
bial agents or the modi/cations related to antibiotic re-
sistance could represent an integrating method for the devel-
opment of new therapeutic treatment and antimicrobial 
agents. Bacterial surface proteins are important for the host-
pathogen interaction and they are commonly implicated in 
disease pathogenesis [4]. 

Enterococcus spp. live as commensals of the gastrointesti-
nal tract of warm-blooded animals, being the most abundant 
Gram-positive cocci in humans and in animals [7]. Recently, 
the incidence of nosocomial enterococal infections has in-
creased distinctly [8]. Ris genus is also recognized as im-
portant opportunistic pathogens, and reveals intrinsic re-
sistance to a number of antimicrobial agents, in addition to 
the acquired multidrug resistance [9]. 

Re increase of vancomycin-resistant enterococci (VRE) 
causes several challenges. Firstly, most of VRE are frequently 
also resistant to other available drugs e.g., aminoglycosides 
or ampicillin. Secondly, there is the possibility that the van-
comycin resistance genes present in VRE could be trans-
ferred to other gram-positive microorganisms. In addition to 
the currently common detection of multiresistant bacteria in 
areas with high human density [10] their emergence in more 
remote areas like high mountain regions or natural reserve is 
even more alarming [11-13]. Monitoring the prevalence of 
resistance in indicator bacteria such as vancomycin-resistant 
enterococci in diUerent populations, animals, patients and 
healthy humans, makes it feasible to compare the prevalence 
of resistance and to detect the transfer of resistant bacteria or 
resistance genes from animals to humans and vice versa [14]. 
Microbial resistance to antibiotics is a worldwide problem in 
human and veterinary medicine. Commonly, it is usual that 
the main risk factor for the increase of this situation is an 
extensive use of antibiotics that leads to the dissemination of 
resistant bacteria and resistance genes in animals and hu-
mans [15]. 

Re wild birds seem to represent a signi/cant reservoir, or 

at least source of vanA enterococcal strains. Consequently, 
this may represent a signi/cant hazard to human and animal 
health by transmitting these strains into waterways and oth-
er environmental sources via their faecal deposits. Although 
wild birds rarely come into contact with antimicrobial 
agents, arguing against the existence of direct selective pres-
sure on birds, nevertheless they can be infected or colonized 
by resistant bacteria. Water contact and acquisition via food 
seem to be major aspects of transmission of the resistant 
bacteria of human or veterinary origin to wild animals 
[10,16]. Wild birds or wild animals in general could, there-
fore, serve as reservoirs of resistant bacteria and genetic de-
terminants of the antimicrobial resistance [11]. 

In the present study, we examined the proteome of 2 vanA 
strains recovered from seagull faecal samples. Ris evalua-
tion was carried out in order to compare the proteins ob-
tained from these strains with the results obtained in a previ-
ous published study using a diUerent group of strains [13]. 
Re combination of two high-resolution methods, isoelectric 
focusing and SDS polyacrylamide gel electrophoresis, per-
mitted the separation of numerous proteins of vanA-
containing Enterococcus isolates and highlight the presence 
of vancomycin/teicoplanin A-type resistance protein vanA. 

2. Materials and Methods 

2.1 Samples and bacteria 

Re phenotypic and genetic pro/les of two vanA-
containing Enterococcus strains (vanA E. durans SG2 and 
vanA E. faecium SG50) as well as the SDS-PAGE of whole-
cell extracts of them were studied in a previous report [13]. 
Re complete proteomic analysis of these two vanA-
containing strains SG2 and SG50 has been the objective of 
the present study. Rese strains were previously obtained 
from faecal samples of yellow-legged seagulls, randomly re-
covered in the beaches of Berlengas Islands National Reserve 
of Portugal [13].  

2.2 Virulence factor genes 

Re presence of genes encoding diUerent virulence factors 
(gelE, fsr, ace, cpd, agg and cylLLLSABM) was veri/ed by PCR 
using primers and conditions previously described [17-19]. 
Positive and negative controls obtained from the collection 
of the University of Trás-os-Montes and Alto Douro 
(Portugal) were included in all assays. Re presence of hyl or 
esp gene in these strains was previously reported [13].  

2.3 Assay of gelatinase activity 

Gelatinase production was detected by inoculating the en-
terococci onto freshly prepared tryptic soy agar plates (Difco; 
236950, Le Pont de Claix, France) containing 1.5% of skim 
milk (Difco; 232100). Plates were incubated overnight at 37°
C and then cooled to ambient temperature for 2 h. Re ap-
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pearance of a transparent halo around the colonies was con-
sidered to be a positive indication of gelatinase production 
[20]. 

2.4 Assay of hemolytic activity 

Re production of hemolysin was determined by streaking 
bacterial cultures, grown overnight at 37°C in brain heart 
infusion agar (Difco; 241830), on columbia agar plates sup-
plemented with 5% of horse blood (BioMérieux; 43050, La 
Balme, Les Grottes, France). Plates were incubated at 37°C 

for 72h in aerobic conditions and a\er that the plates were 
examined for haemolysis. Re haemolytic reaction was rec-
orded by the observation of a clear zone of hydrolysis 
around the colonies (β-haemolysis), a partial hydrolysis (α-
haemolysis) and a non reaction (γ-haemolysis). When ob-
served, greenish zones around the colonies were interpreted 
as α-haemolysis and taken as negative for the assessment of  
β-haemolytic activity [19]. 

2.5 PCR ampli�cation of pbp5 gene 

Total DNA was extracted from vanA E. faecium SG 50 
isolate by the InstaGene Matrix (Bio-Rad; 732-6030, Hercu-
les, United States), and 10µl of DNA was used for the PCR 
reaction, the MgCl2 concentration being of 3.5 mM. Re pri-
mers used for PCR ampli/cation of pbp5 gene were the fol-
lowing ones: F 5´-AACAAAATGACAAACGGG-3´; R 5´-
TATCCTTGGTTATCAGGG-3`. PCR conditions were as 
follows: 95°C initially for 15 min; 94°C for 30 s, 54°C for 30 s, 
72°C for 2 min over 30 cycles followed by a /nal 7 min ex-
tension period at 72°C [21]. 

2.6 DNA sequence analysis 

Re pbp5 PCR products were puri/ed with the QiaQuick 
PCR puri/cation kit (Qiagen Inc.) according to the instruc-
tions of the manufacturer. Re puri/ed products were se-
quenced in both strands on the ABI Prism 3700 DNA se-
quencer (Perkin-Elmer). Re obtained sequences were com-
pared through bioinformatics tools to that of pbp5 included 
in GenBank accession no. X84860. 

2.7 Protein extraction 

Frozen vanA-containing Enterococcus cell stocks were 
streaked onto Luria-Bertani (LB) plates and grown at 37ºC. 
Single colonies of vanA-containing Enterococcus strains were 
conducted in 250 mL of M9 minimal medium supplemented 
with 4 gL-1 glucose in covered 1 L Erlenmeyer Wasks at 37 ºC. 
Cells were harvested from the exponential phase in all exper-
iments. Re cells were pelleted down at 10,000 rpm at 4ºC 
for 3 min. Re pellet was supposed to be visible a\er spin-
ning and resuspended in an equal volume of pre-warmed 
phosphate-buUered saline (PBS) pH 7.4 [22]. A\er new cen-
trifugation pellet was suspended in 0.2 ml of SDS sample 

solubilization buUer. Re sample was sonicated with an ul-
trasonic homogenizer (6 × 10 s, 4 °C at 100 W). Re disrupt-
ed cells were centrifuged in an Eppendorf microfuge at max-
imum speed (14,000 rpm) for 30 minutes at 4°C. For SDS-
PAGE experiment the supernatant was collected and resus-
pended in an equal volume of buUer containing 0.5 M Tris 
HCl pH 8.0, glycerol, SDS and bromophenol blue. 

2.8 Two-dimensional electrophoresis and proteomics 

Re 2-DE was performed according to the principles of 
O’Farrell [23] but with IPG (ImmobilineTM pH Gradient) 
technology [24]. Protein samples of vanA E. durans isolate 
(SG 2) were used in parallel with those of vanA E. faecium 
isolate (SG 50) proteins. For IEF, precast IPG strips with 
linear gradient of pH 4-7 were passively rehydrated over-
night (12 to 16 hours) in a reswelling tray with rehydration 
buUer (8M urea, 1% CHAPS, 0.4% DTT, 0.5% carrier am-
pholyte IPG buUer pH 3-10) at room temperature and IPG 
strips were covered with DryStrip Cover Fluid (Plus One, 
Amersham Biosciences). Lyses buUer [9.5M urea, 1% (w/v) 
DTT, 2% (w/v) CHAPS, 2% (v/v) carrier ampholytes (pH 3-
10) and 10 mM Pefabloc® proteinase inhibitor] was added to 
the two vanA-positive enterococci (1:1). Samples containing 
a total of 73.5 µg of protein were loaded into 13 cm IPG 
strips (pH 4–7 NL, Amersham Biosciences, UK) [25]. Re 
sample solution was then applied to the previously rehydrat-
ed IPG strips pH 4-7 by cup loading and then proteins were 
focused sequentially at 500 V for 1 h, 1000 V for 2 h, 8000 V 
for 2 h, 1000 V for 4h and, /nally, 1000 V for 55min incre-
mented to 23208 V/h on an EttanTM IPGPhor IITM 
(Amersham Biosciences, Uppsala, Sweden). Seven IEF repli-
cate runs were performed according to Görg [24] and the GE 
Healthcare protocol for IPG strips pH 4-7 of 13 cm, in order 
to obtain the optimized running conditions, resulting in a 
/nal around 10 hour run. Focused IPG strips were then 
stored at -80ºC in plastic bags. Before running the second 
dimension, strips were equilibrated twice for 15 minutes in 
an equilibration buUer (6 M urea, 30% (w/v) glycerol, 2% (w/
v) SDS in 0.05 M Tris-HCl buUer (pH 8.8)). In the /rst equi-
libration, 1% DTT was added to the original equilibration 
buUer and 4 % iodoacetamide to the second one, and, also, 
bromophenol blue was added to both solutions. Re equili-
brated IPG strips were gently rinsed with SDS electrophore-
sis buUer, blotted to remove excessive buUer, and then ap-
plied onto a 12.52% polyacrylamide gels in a HoeferTM SE 
600 Ruby® (Amersham Biosciences) unit. Some modi/ca-
tions were introduced in the SDS-PAGE technique previous-
ly reported by Laemmli [26], that allowed its resolution to be 
increased with a proper insertion of the IPG strips in the 
stacking gel [26,27]. A\er SDS-PAGE, the 2-DE gels were 
/xated on 40% methanol / 10% acetic acid for one hour and, 
a\erwards, stained overnight in Coomassie Brilliant Blue G-
250 [22]. Coomassie-stained gels were scanned with a Watbed 
scanner (Umax PowerLook 1100; Fremont, CA, USA), and 
the resulting digitized images were analyzed using Image 
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Master 5.0 so\ware (Amersham Biosciences; GE 
Healthcare). 

2.9 Protein identi�cation by MALDI-TOF/TOF 

Spots of expression in all gels were manually excised from 
the gels and analyzed using Matrix-Assisted Laser Desorp-
tion/Ionization-Time of Flight Mass Spectrometry (MALDI-
TOF). Re gel pieces were washed three times with 25mM 
ammonium bicarbornate/50 % ACN, one time with ACN 
and dried in a SpeedVac (Rermo Savant). 25 mL of 10mg/
mL sequence grade modi/ed porcine trypsin (Promega) in 
25mM ammonium bicabornate was added to the dried gel 
pieces and the samples were incubated overnight at 37ºC. 
Re extraction of tryptic peptides was performed by adding 
10% of formic acid (FA)/50% ACN three times and being 
lyophilised in a SpeedVac (Rermo Savant). Tryptic peptides 
were ressuspended in 10 mL of a 50% acetonitrile/0.1% for-
mic acid solution. Re samples were mixed (1:1) with a ma-
trix consisting of a saturated solution of a-α−cyano-4-
hydroxycinnamic acid prepared in 50% acetonitrile/ 0.1% 
formic acid. Aliquots of samples (0.5µL) were spotted onto 
the MALDI sample target plate. Peptide mass spectra were 
obtained through or from a MALDI-TOF/TOF mass spec-
trometer (4800 Proteomics Analyzer, Applied Biosystems, 
Europe) in the positive ion reWector mode. 

Spectra were obtained in the mass range between 800 and 
4500 Da with ca. 1500 laser shots. For each sample spot, a 
data dependent acquisition method was created to select the 
six most intense peaks, excluding those from the matrix, 
trypsin autolysis, or acrylamide peaks, for subsequent MS/
MS data acquisition. Mass spectra were internally calibrated 
with autodigest peaks of trypsin (MH+: 842.5, 2211.42 Da) 
allowing a mass accuracy of better than 25 ppm. 

2.10 Database search 

Spectra were processed and analyzed by the Global Protein 
Server Workstation (Applied Biosystems), which uses inter-
nal MASCOT so\ware (v 2.1.04, Matrix Science, London, 
UK) on searching the peptide mass /ngerprints and MS/MS 
data. Swiss-Prot nonredundant protein sequence database 
was used for all searches under Enterococcus. Database 
search parameters are as follows: carbamidomethylation and 
propionamide of cysteine (+71Da) as a variable modi/cation 
as well as oxidation of methionine (+16Da), and the allow-
ance for up to two missed tryptic cleavages. Re peptide 
mass tolerance was 25 ppm and the fragment ion mass toler-
ance was 0.3 Da. Protein identi/cations were considered as 
reliable when the MASCOT score was > 70 (MASCOT score 
was calculated as - 10 × log P, where P is the probability that 
the observed match is a random event.). Ris is the lowest 
score indicated by the program as signi/cant (P < 0.05) and 
indicated by the probability of incorrect protein identi/ca-
tion. All spectra were also processed in a reversed decoy da-
tabase created for Swiss-Prot (consisting of normal and re-

verse sequences) to allow estimation of the false discovery 
rate (false positive peptides/(false positive peptides + total 
peptides))*100) which is by routine below than 1%. 

2.11 Sequence alignments and construction of the phylogenetic 
tree 

Re analysis was performed on the Phylogeny.fr platform 
and comprised the following steps. Sequences were aligned 
with MUSCLE (v3.7) con/gured for the highest accuracy 
(MUSCLE with default settings). A\er the alignment, the 
positions with gap were removed from the alignment. Re 
phylogenetic tree was reconstructed using the maximum 
likelihood method implemented in the PhyML program 
(v3.0 aLRT). Re default substitution model was selected 
assuming an estimated proportion of invariant sites (of 
0.000) and 4 gamma-distributed rate categories to account 
for the rate heterogeneity across sites. Re gamma shape 
parameter was /xed (alpha=12.4). Re reliability for internal 
branch was assessed using the aLRT test (SH-Like). A graph-
ical representation of the phylogenetic tree (phenogram) was 
performed with Drawgram from the PHYLIP package 
(v3.66) [26]. 

3. Results 

3.1 Characteristics of the two vanA strains included in the 
study 

Re phenotype and genotype of antibiotic resistance of the 
two vanA Enterococcus strains included in this study were 
previously reported [13]. Both strains showed high level of 
vancomycin and teicoplanin resistance, as well as resistance 
to  tetracycline and erythromycin. E. faecium strain SG 50 
showed also resistance to ciproWoxacin and ampicillin. Re 
vanA E. durans and vanA E. faecium strains presented 
diUerent genomic patterns: tet(M)-tet(L)-erm(B) and tet(M)-
tet(L)-erm(B)-hyl, respectively. 

Genes encoding virulence factors were studied in the two 
vanA-containing Enterococcus isolates (SG2 and SG50). Re 
cpd gene was detected in both vanA enterococci. Re cylLL 

gene was identi/ed in the vanA E. durans SG 2 strain . Re 
two vanA strains expressed gelatinase activity and carried 
the gelE gene. No  beta-haemolytic activity  was identi/ed in 
both strains, although they showed alfa-hemolysis. 

Re sequence of the C-terminal region of pbp5 was ana-
lyzed in our vanA E. faecium SG 50 strain that showed ampi-
cillin-resistance. Ris strain presented 11 amino acid substi-
tutions in PBP5 protein (408Q → H, 427I → M, 470H → Q, 
485M → A, 496N → K, 497F → I, 499A → T, 525E → D, 586V 
→ L, 629E → V, 634N → Q), in relation with the reference 
one. 

3. 2 Two-dimensional Electrophoresis 

Re SDS-PAGE of whole-cell extracts of the 2 vanA-
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containing enterococci strains are shown in a previous study 
[13]. In the present study, a comparative analysis among the 
strains has been carried out. Re protein expressions of the 
two vancomycin-containing enterococci (E. durans SG 2 and 
E. faecium SG 50) strains were analysed. E. faecium SG 50 
was presented on 2-DE gel (Figure 1). Re use of pH 4-7 IPG 
strips resulted in a well spread protein spots map which con-
tributed to accurate image identi/cation and the safe exci-
sion of the spots. For each sample of SG 2 and SG 50 strains, 
a total of 123 and 93 relevant protein spots, respectively, 
were collected for analysis using MALDI-TOF mass spec-
trometry (Figure 2). Rese spots are consistently and system-
atically present in all replicates. Re peptide mass peaks were 
compared with those in the NCBI database (http://
www.ncbi.nlm.nih.gov/). Re protein identi/cation data 
including Genebank ID, MW, PI value, mascot score, num-
ber of matched peptides and sequence coverage ratio (%) are 
listed in Table 1 for and E. durans SG 2 and Table 2 for the 
E. faecium SG 50 proteins. Re identi/ed proteins were 
showing diverse functional activities, including glycolysis, 
conjugation, translation, protein biosynthesis, among others 
Replicate sequences, truncated sequences, and sequences 
with partial alignments were removed from the BLAST re-
sults (not shown). From the collected sequences were select-
ed to represent the initial tree. Rese sequences were aligned 
and a phylogenetic tree was constructed by using the mini-

Figure 1. 2-DE gel image of SG 50 VRE with IPG strips pH4-7.  
Arrows indicates peptides that are part of one or more proteins 
whose have a role in such pathways: Blue: Glycolysis, Orange: 
Stress response, Pink: Protein folding/ Protein biosynthesis, 
Brown: Pyrimidine biosynthesis, Bright green: Transcription, Light 
green: ATP synthesis, Violet: Arginine metabolism, Black: Phos-
photransferase system . 

Figure 2. MALDI/MS spectra obtained for Enolase from vanA E. durans SG 2 strain. Top - MS analysis of tryptic peptides. Peaks in red 
matching enolase. Down - MALDI-TOF-TOF MS tandem spectrum of tryptic peptide [M+H]+; m/z 1925.93 identi/ed as enolase. Re identi-
/ed sequence is GNPTIEVEVYTESGAFGR. On spectrum, peaks in red correspond to y and b series . 
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mum-evolution method to root the tree. Re clustering of 
the initial phylogenetic tree indicated that all of the proteins 
included in the data set diverged from a common ancestor 
(Figure 3). 

4. Discussion 

Re worldwide appearance of antibiotic-resistant bacteria 
causes a severe threat to human health. Furthermore, it can 
add to the dipculties in controlling infectious diseases, the 
phenotype of resistance can generate metabolic changes that, 
in turn, can interfere with host-pathogen interactions. Re 
commensal bacteria such as enterococci can carry virulence 
factors, and in that case, the pathogenic capacity can increase 
[17]. Re two vanA-containing Enterococcus strains included 
in the study were previously characterized for antibiotic re-
sistance. 

In our study, the cpd (a sex pheromone determinant) gene 
was detected in both vanA strains (E. durans and E. faeci-
um), which is similar to the results reported by others [28]. 
Re isolates with sex-pheromone determinants have the po-
tential to acquire the respective sex-pheromone plasmids 
and, hence, the associated virulence and resistance determi-
nants. So, the sex pheromone production may promote the 
acquisition of vancomycin resistance and other linked traits 
from E. faecium strains and lead to an increased virulence 
[17]. 

Gelatinase, encoded by the gelE gene, is an extracellular 
zinc endopeptidase that hydrolyses collagen, gelatin, hemo-
globin and other bioactive compounds, and it has been 
shown to exacerbate endocarditis in an animal model, alt-
hough this activity is not required for pathogenesis [29]. 
Usually, the gelE gene has been detected with higher fre-
quency suggesting that this virulence determinant is a com-
mon trait in the genus Enterococcus. In our study, the gelE 
was identi/ed in both vanA strains. Same results were ob-
served in other reports [28,30]. Re α-haemolysis could be a 
result of oxidation and a consequent lysis of the erythrocytes 
due to factors other than the production of enterococcal he-
molysin [19]; therefore, the incubation under anaerobic con-
ditions seems to be more reliable. 

In this work, we performed a proteome analysis of two 
vanA strains (E. durans SG 2 and E. faecium SG 50). A total 
of 123 spots were excised from 2-DE gel of SG 2 and 16 were 
successfully identi/ed by MS, representing 42 diUerent pro-
teins. For the SG 50 strain, 93 spots were excised from the 2-
DE gel and 23 were identi/ed, representing 47 diUerent pro-
teins. It is important to highlight the presence of vancomy-
cin/teicoplanin A-type resistance protein VanA in E. durans 
SG 2 strain, in two diUerent spots (12 and 14). VanA is a 
protein capable of utilizing both hydroxyl acids and D-Ala as 
substrates with a concomitant switch from ester to peptide 
bond formation dependent on pH [28]. Vancomycin inhibits 
the extracellular steps of peptidoglycan synthesis by binding 
it to the C-terminal D-alanyl-D-alanine (DAla- D-Ala) resi-
dues of cell wall precursors in enterococci [32]. Re D-Ala-D

-Ala target residues are synthesized intracellularly as a di-
peptide by a D-Ala:D-Ala ligase. Ren, they are added to 
UDP-Nacetylmuramyl- L-Ala-g-D-Glu-L-Lys (UDP-
MurNac-tripeptide) by using an adding enzyme [33]. Re 
vancomycin/teicoplanin A-type resistance protein was also 
identi/ed in vanA-E. durans SG 3 isolate [13,34]. 

Re presence of vancomycin/teicoplanin A-type resistance 
protein in vancomycin-resistant enterococci in natural envi-
ronments could have impact on animal and human health. 
Re emergence of vancomycin-resistant enterococci of hu-
man and veterinary origin [35], presumably leading to a 
great health concern [36]. 

Several proteins were found in multiple spots on the two 
gels. From the 42 diUerent proteins identi/ed in vanA E. 
durans SG 2 isolate, /ve of them were involved in stress re-
sponse. Usually, stress response requires heat molecular 
chaperones or shock proteins that preserve protein function 
or repair damage a\er cell injury. As such, the integrity of 
chaperone systems can seriously modify the progression of 
diseases associated with ageing, DNA damage and chronic 
injury [37]. While the molecular chaperone proteins are 
among the most evolutionarily preserved proteins and have 
a ubiquitous function in all repair processes, there is a high 
degree of tissue speci/city in chaperone induction [38,39] 
showing that some cells have developed unique stress re-
sponses due to unique micro-environmental pressures. 
DnaK are abundant heat shock proteins that function as 
chaperones inside the bacterial cytoplasm [40]. Re bacteria 
that overproduce the DnaK protein at all temperatures un-
dergo a considerably reduced heat-shock response at high 
temperature. Re DnaK protein is identi/ed as an inhibitor 
of the heat-shock response [41] a very important reaction for 
the survival of bacteria such as enterococci, and that contrib-
utes to the antibiotic resistance. Re protein DnaK was de-
tected in spot 3 as linked to the Enterococcus faecalis strain 
(accession number Q835R7), the Streptococcus agalactiae 
serotype III strain (accession number P0A3J2), the Strepto-
coccus thermophilus strain (Q5M6D1), the Streptococcus 
pyogenes serotype M12 strain (Q1JKD6) and the Streptococ-
cus mutans (O06942). 

It is important to underline the presence of  both DnaK 
and DnaJ proteins (spot 14 and spot 16) in E. faecium SG 50 
strain as related to the Yersinia pseudotuberculosis serotype 
O:1b and to the Enterococcus faecalis (Streptococcus faecalis), 
respectively. DnaJ proteins participate actively in the re-
sponse to hyperosmotic and heat shock by preventing the 
aggregation of the stress-denatured proteins and by dis-
aggregating proteins, also in an autonomous, DnaK-
independent fashion. DnaJ proteins are identi/ed as co-
chaperones because they help another family of chaperones 
(DnaKs) with protein folding. Re DnaJ and DnaK proteins 
must act together to facilitate protein folding [42]. 

In vitro the GroEL proteins raise the yield of functional 
protein during refolding by suppressing aggregation as a side
-reaction and, probably, by shi\ing the substrate protein 
from oU-pathway reactions back to the productive folding 
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Figure 3. Phylogenetic tree of FASTA protein sequences of all proteins identi/ed. Re full alignment of these sequences were done with 
MUSCLE (v3.7) con/gured for highest accuracy. 
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pathway [43]. Re GroEL protein is the major heat shock 
protein of a large number of bacteria and belongs to the 
chaperonin family. Ris protein avoids the misfolding of 
proteins and promotes the refolding and the proper assem-
bly of unfolded polypeptiedes caused under stress condition 
[42]. In the vanA E. faecium SG 2 isolate, the spot 4 showed 
the presence of the GroL protein (Q93EU6, Q8KJ20, 
Q8KJ18, Q8VT58 and Q8CX22) associated to the Enterococ-
cus faecalis, the Streptococcus anginosus, the Streptococcus 
constellatus, the Streptococcus gordonii, the Streptococcus 
agalactiae serotype III, respectively. Re dnaK and groL pro-
teins were also detected in the enterococci strains from sea-
gulls [13] and in the Salmonella strains from wild boars [44]. 

In the analysis of the obtained proteomes, the most abun-
dant proteins identi/ed in our vanA SG 2 and vanA SG 50 
strains were those involved in glycolysis. In our study, the 
high number of proteins linked to the ATP synthesis, trans-
ferase, translation and protein folding is emphasized.  

It is highly important to point out that proteins from vanA 
enterococcal strains were identi/ed in the obtained proteo-
mes, some of which are involved in the antibiotic resistance. 
Rese proteins were controlled by vancomycin which, also, 
triggered innate signal regulators, adhesion factors, and met-
abolic gene expression in E. faecalis. Rerefore, these re-
sponses may enable Enterococcus spp. to adapt, survive and 
remain pathogenic even under the pressure of the vancomy-
cin treatment. Our results are in accordance with those ob-
served in another report [45]. 

5. Concluding remarks 

Our report showed that it became possible through a de-
tailed proteomic approach and a 2-DE combined with mass 
spectrometry (MALDI/TOF-TOF) to obtain important in-
formation for further understanding of the antibiotic-
resistant mechanism(s), but also for the evaluation of protein 
pro/les in response to various stress mechanisms, such as 
sensitivity to antibiotics or modi/cations related to antibiotic 
resistance. All of these could represent a valid and integrat-
ing approach to the development of new therapeutic strate-
gies [46]. In fact, the elaboration of a 2-D electrophoresis gel 
of the 2 vanA enterococcal strains with phenotypic and gen-
otypic pro/les, indicating antimicrobial resistance, permitted 
us to identify and characterize the present proteins. 

6. Supplementary material 

Supplementary data and information is available at: http:// 
www.jiomics.com/index.php/jio/rt/suppFiles/86/0 
 
Table 1. Protein spots identi/cation of 2-DE gels and 

MALDI-TOF sequencing results from vanA E. durans SG 2 
isolate .  

Table 2. Protein spots identi/cation of 2-DE gels and 
MALDI-TOF sequencing results from vanA E. faecium SG 
50 isolate . 
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Tandem a�nity puri$cation (TAP) is a generic two-step 
puri$cation protocol that enables the enrichment and isola-
tion of non-covalent protein complexes under near-
physiological conditions. Coupling of TAP to mass spec-
trometry (TAP-MS) has proven to be a powerful approach to 
generate large-scale protein-protein interaction networks in 
yeast [1-4] and mammalian [5, 6] systems. Although TAP-

MS in yeast was relatively straightforward, similar studies 
were hampered in human cells by: (i) the labour-intensive 
generation of large collections of cell lines expressing epitope
-tagged bait proteins; (ii) the low yield of the protein com-
plexes isolated from the cell lines; and (iii) the limited sensi-
tivity of MS-based protein identi$cation. :e recent intro-
duction of the Flp-mediated recombination system in HEK-
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Abstract 

Abbreviations 

1D-SG-CID, one-dimensional shotgun collision-induced dissociation; AGC, automatic gain control; BPI, base peak intensity; 
DMEM, Dulbecco’s modi$ed eagle medium; cDNA, complementary deoxyribonucleic acid; EGFR, epidermal growth factor 
receptor; ESI-MS, electrospray ionisation mass spectrometry; FBS, foetal bovine serum; GFP, green Uuorescent protein; LC-
MS, liquid chromatography mass spectrometry; PBS, phosphate-buWered saline; PCR, polymerase chain reaction. RIC,  recon-
structed ion chromatogram; PCT, unique peptide counts; SCT, spectral counts. SCV, percent sequence coverage; SH-TAP, 
streptavidin-binding peptide haemagglutinin tandem a�nity puri$cationl.; TAP-MS, tandem a�nity puri$cation mass spec-
trometry; VSV-G, vesicular stomatitis virus G. 

In this study we show that via stable, retroviral-expression of tagged EGFR del (L747-S752 deletion mutant) in the PC9 lung cancer cell line 
and stable doxycycline-inducible expression of tagged Grb2 using a Flp-mediated recombination HEK293 cell system, the SH-TAP can be 
downscaled to 5 to 12.5 mg total protein input (equivalent to 0.5 - 1 × 15 cm culture plate or 4 - 8 × 106 cells). :e major constituents of the 
EGFR del complex (USB3B, GRB2, ERRFI, HSP7C, GRP78, HSP71) and the Grb2 complex (ARHG5, SOS1, ARG35, CBL, CBLB, PTPRA, 
SOS2, DYN2, WIPF2, IRS4) were identi$ed. Adjustment of the quantity of digested protein injected into the mass spectrometer reveals that 
optimisation is required as high quantities of material led to a decrease in protein sequence coverage and the loss of some interacting pro-
teins. :is investigation should aid other researchers in performing tandem a�nity puri$cations in general, and in particular, from low quan-
tities of input material. 

Keywords: EGFR; Grb2; Orbitrap; TAP; downscale. 

1. Introduction 
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293 cells combined with the streptavidin-binding peptide 
haemagglutinin (SH)-tag and gel-free one-dimensional liq-
uid chromatography mass spectrometry (LC-MS) analysis of 
the puri$ed protein complexes [7] overcame most of the 
shortcomings proWered by the traditional [8] and improved 
TAP-tag protocols [9]. 

To yield su�cient material for multiple LC-MS experi-
ments, the current recommendation is to perform an SH-
TAP from approximately 3 × 107 HEK293 Flp-In cells 
(around 50 mg total protein from 5 × 15 cm culture plates) 
[7]. Successful identi$cation of abundant protein complexes 
(e.g., the PPP2R2B complex) has been achieved from 4 × 106 
HEK293 cells (25% eluate volume per LC-MS injection) [7]. 
Although considerably lower quantities of cells are required 
compared to the previous recommendations of 5 × 108 – 1 × 
109 cells [10, 11] and 5 × 107 cells [9], the design of certain 
experiments and choice of bait protein (e.g., innate immune 
sensors requiring cell lines that express the necessary modu-
lating proteins) may prohibit the use of HEK293 Flp-In cell 
lines. Additionally, the Flp-In system is neither amenable to 
characterisation of protein complexes from cells that are 
di�cult to cultivate (neuronal, immune) nor from primary 
cells. 

Diseases such as cancer are increasingly recognised as the 
result of aberrantly-functioning protein networks that drive 
cells toward a diseased state. A�nity puri$cation and mass 
spectrometry has the ability to map such disease networks 
and enable the realisation of so-called ‘network medi-
cine’ [12-14]. Using this methodology, we are currently un-
dertaking a systematic approach to map the protein-protein 
interaction network driven by somatic and activating muta-
tions of the epidermal growth factor receptor (EGFR) in 
lung cancer. Activated EGFR can drive numerous down-
stream signalling pathways responsible for cancer growth 
and survival [15]. PC9 cells are widely-used as a model sys-
tem to study EGFR mutations in lung cancer. :ese cells are 
robust and easily-cultured, however, the generation of large 
amounts of cells is associated with a number of costs and 
increased time requirements. :e use of high quantities of 

cellular material may be restrictive when specialised cells are 
required. Such cells may take longer periods to grow in cul-
ture and/or require speci$c media and/or growth factor/
cytokine supplementation. 

As EGFR biology has been extensively investigated, there 
is a wealth of information available to assist in supporting 
experimentally-derived data. :us, the protein is ideal as a 
case study to evaluate a downscaling of the SH-TAP meth-
odology and examine the lower limit of cells from which the 
core complex can still be successfully puri$ed and identi$ed 
by mass spectrometry. C-terminally-tagged SH-EGFR del 
(L747-S752 deletion mutant) [16] was expressed in PC9 lung 
cancer cells via retroviral transduction, and the EGFR del 
core complex enriched via a modi$ed two-step a�nity puri-
$cation procedure [17] (Figure 1). :e proteins from the 
complex were digested with trypsin and the resultant pep-
tides identi$ed by LC-MS. DiWerent percentages of the eluate 
volume were analysed by LC-MS to ascertain the outcome 
on the number and nature of the identi$ed EGFR-
interacting proteins. Ultimately, this information can assist 
researchers performing generic TAP experiments from low 
quantities of protein input material and in particular, TAP 
from more di�cult cell types. 

A common misconception with mass spectrometric anal-
yses of biological samples is that the higher the quantity of 
digested material injected onto an LC-MS system, the more 
peptides (and thus proteins) will be identi$ed. :is is not 
necessarily the case and there are numerous publications and 
reviews that support this [18-20] and references therein. 
Increasing the quantity of injected material does not always 
provide more information. :ere are a number of important 
factors that can inUuence peptide identi$cation including: (i) 
ion suppression and reduced ionisation e�ciency [21]; (ii) 
resolving capacity of the chromatographic system [22]; (iii) 
composition of HPLC mobile phase system [23]; (iv) loading 
capacity of the pre-column; (v) mass spectrometer automatic 
gain control (AGC) settings; and (vi) TAP puri$cation back-
ground (protein and other molecular groups). :ese points 
are discussed in the context of downscaled tandem a�nity 

Figure 1. Schematic representation of the tandem a�nity puri$cation (TAP) procedure (adapted from Glatter et al. [7]). PC9 or HEK293 
cells expressing SH-tagged EGFR del or Grb2, respectively, were lysed and puri$ed from total protein extracts using streptavidin sepharose 
(streptactin beads). A]er several wash steps, tagged proteins were eluted with 2.5 mM D-biotin for subsequent immunoa�nity puri$cation 
using anti-HA agarose. A]er further wash steps, protein complexes were eluted with 100 mM formic acid (pH 2.5) and processed for mass 
spectrometric analysis. 

EGFR EGFR EGFR

1. StrepTactin purification 2. anti-HA purification

biotin

elution

formic acid
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puri$cation coupled to LC-MS. 
:e aims of this study were to determine the: (i) optimal 

quantity of eluate to inject onto the LC-MS system to max-
imise the number of peptides and proteins identi$ed from 
the SH-EGFR del puri$ed complex; and (ii) lowest amount 
of starting input protein required to perform a successful 
tandem a�nity puri$cation. Success is de$ned as identifying 
the relevant interacting proteins, as observed from a large-
scale puri$cation conducted in our laboratory combined 
with information from the literature. To con$rm that our 
approach was not restricted to TAP of SH-EGFR complexes 
in PC9 cells, the study was extended to a second core com-
plex (Grb2) using an alternative system (doxycycline-
inducible Flp-In HEK293 cells). :e ultimate future prospec-
tive of the optimised downscale tandem a�nity puri$cation 
methodology is to discover novel binding partners in spe-
cialised cell types. By assessing two well-known and charac-
terised protein complexes at low levels of starting input ma-
terial, we demonstrate that the discovery of new interactors 
is attainable in systems where the quantity of available mate-
rial is limited. 

2. Material and Methods 

2.1 Materials 

Iodoacetamide, dithiothreitol, 1 M triethylammonium 
bicarbonate (TEAB), protease inhibitor cocktail, anti-HA 
agarose, polybrene, doxycycline, HA7 antibody, 2-propanol, 
LC-MS grade (SIGMA-Aldrich, St. Louis, MO); trypsin 
(Promega Corp., Madison, WI); formic acid (HCOOH) 
(MERCK, Darmstadt, Germany); Strep-Tactin sepharose 
(IBA TAGnologies, Göttingen, Germany); D-biotin (Alfa 
Aesar, Karlsruhe, Germany); micro Bio-Spin chromatog-
raphy columns (Bio-Rad, Hercules, CA); Gateway LR 
ClonaseTM II Enzyme Mix Kit, foetal bovine serum, lipofec-
tamine 2000, pDONR201, pcDNA6/TR, pOG44 (Invitrogen, 
Carlsbad, CA); methanol, LC-MS grade (Fisher Scienti$c, 
Schwerte, Germany).  

2.2 Generation of Stable Cell Lines: Retroviral Infection 

cDNA for EGFR del (L747-S752 deletion mutant) [16] was 
provided by Dr. William Pao (Vanderbilt University, Nash-
ville, TN). Design of the PCR primers, ampli$cation and 
pENTRTM TOPO cloning of EGFR del was performed as 
previously described [24]. EGFR del was inserted into a gate-
way-compatible version of pMSCV-C-SH IRES GFP from 
pENTRTM TOPO vector by Gateway LR ClonaseTM II En-
zyme Mix Kit. :e retroviral expression clone was veri$ed by 
DNA sequencing using an Applied Biosystems 3130X1 Ge-
netic analyser (HITACHI) with data analysis performed us-
ing Lasergene so]ware V7.2. Phoenix HEK293 cells were 
obtained from ATCC (catalogue № SD3514, Manassas, VA) 
and grown in DMEM (4.5 g/L glucose, 2 mM L-glutamine, 
50 mg/mL penicillin, 50 mg/mL streptomycin) containing 

10% FBS. On day one, 8 × 105 Phoenix cells per well were 
seeded in a 6-well plate. On day two, cells were transfected 
with 3 μg VSV-G and 5 μg retroviral plasmids using lipofec-
tamine 2000. Six hours a]er transfection, the supernatant 
was replaced with 2 mL DMEM containing 20% FBS and the 
cells incubated in a 5% CO2 incubator at 32°C for 48 h. :e 
supernatant (viruses) was collected by centrifugation at 4°C; 
either stored at -80°C or used immediately to infect the tar-
get cells. PC9 cells were maintained in RPMI-1640 medium 
supplemented with 10% FBS. For retroviral transduction, 2 × 
105 cells per well were seeded in a 6-well plate. A]er over-
night incubation, cells were infected with 800 µL virus super-
natant plus 6 µg/mL polybrene for 24 h and then supple-
mented with 4 mL of media per well. Cells were grown con-
tinuously until cell sorting. One week a]er infection, GFP-
positive PC9 cells were sorted using a FACSVantage (BD 
Biosciences, San Diego, CA). GFP positivity and HA expres-
sion were assessed by Uow cytometry and immunoblot, re-
spectively, before expanding the cells to 10 × 15 cm dishes. 
When approximately 90% conUuent, the EGFR del-tagged 
PC9 cells were washed with ice-cold PBS containing 1 mM 
sodium orthovanadate and scraped with a cell li]er on ice. 
Two cell pellets (each consisting of 5 × 15 cm dishes) were 
collected in 15 mL conical tubes by centrifugation at 129 × g 
at 4°C and stored at -80°C until required. 

2.3 Generation of Stable Cell Lines: Doxycycline-inducible 
Expression in HEK293 Flp-In Cells 

To obtain an entry vector, the human full length Grb2 
cDNA was cloned by BP ClonaseTM recombination into the 
Gateway-compatible vector pDONR201. An LR ClonaseTM 
recombination was performed between the entry and desti-
nation vector pcDNA5/FRT/TO/SH/GW [7] to generate an 
expression vector for tetracycline-controlled expression of 
an N-terminally SH-tagged version of human Grb2. To gen-
erate a stable cell line expressing the SH-tagged version of 
Grb2 in an inducible manner, a Flp-In T-Rex HEK293 cell 
line stably-transfected with the pcDNA6/TR regulatory vec-
tor was cultured in DMEM (containing 10% FBS) supple-
mented with 100 µg/mL ZeocinTM and 15 µg/mL blasticidin 
and co-transfected with the expression vector and the 
pOG44 vector using the FuGENE transfection reagent. Two 
days a]er transfection, cells were selected in DMEM supple-
mented with hygromycin (100 µg/mL) for 2-3 weeks and 
positive clones were pooled and ampli$ed. A]er induction 
with 1 µg/mL doxycycline for 24 h, the inducible expression 
of the construct was veri$ed by immunoblot. 

2.4 SH-tandem-a,nity Puri-cation (adapted from Glatter et 
al.) [7] 

To minimise experimental and daily variation, e.g., diWer-
ent lot numbers of the streptactin and anti-HA beads, diWer-
ent stock solutions of buWers etc.; the 50 mg full pulldowns 
(n = 2 biochemical replicates) were performed simultaneous-
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ly. Note that a biochemical replicate refers to a separate a�n-
ity-puri$cation experiment that was performed from the 
same cell lysate. :e series of half pulldowns (20, 12.5, 5 and 
2.5 mg) were also performed together (n = 2 biochemical 
replicates, total 8 puri$cations) under identical experimental 
conditions. EGFR del-expressing PC9 cells or Grb2-
expressing HEK293 cells were lysed in TNN-HS buWer (50 
mM HEPES pH 8.0, 150 mM NaCl, 5 mM EDTA, 0.5% NP-
40, 50 mM NaF, 1.5 mM Na3VO4, 1.0 mM PMSF and prote-
ase inhibitor cocktail). Insoluble material was removed by 
centrifugation at 39,443 × g for 15 min at 4°C. 200 µL strep-
tactin sepharose (400 µL slurry/pulldown) was transferred to 
a 14 mL dust-free Falcon tube and washed with 2 × 1 mL 
TNN-HS buWer. :e lysates (50, 20, 12.5, 5 or 2.5 mg) were 
added to the washed streptactin sepharose and rotated for 20 
min at 4°C. :e sepharose beads and supernatant were 
transferred to a micro Bio-Spin chromatography column 
(Bio-Rad, Hercules, CA) and gravity drained. :e sepharose 
was washed with 4 × 1 mL TNN-HS buWer, and bound pro-
teins eluted from the sepharose with 3 × 300 µL freshly-
prepared 2.5 mM D-biotin in TNN-HS buWer into a fresh 
dust-free 1.5 mL eppendorf tube. 100 µL anti-HA agarose 
beads (200 µL slurry/pulldown) were transferred into a 1.5 
mL eppendorf tube, washed with 1 × 1 mL TNN-HS buWer, 
centrifuged at 200 × g for 1 min at 4°C. :e supernatant was 
removed and the agarose resuspended in 100 µL TNN-HS 
buWer. :e anti-HA agarose beads were added to the biotin 
eluate and rotated for 1 h at 4°C. :e samples were centri-
fuged at 200 × g for 1 min at 4°C and the supernatant re-
moved. :e agarose beads were resuspended in 1 mL TNN-
HS buWer, the washed beads and buWer loaded into a fresh 
dust-free micro Bio-Spin column and gravity drained. :e 
anti-HA agarose was washed with 3 × 1 mL TNN-HS buWer 
and then with 2 × 1 mL TNN-HS buWer consisting of only 
HEPES, NaCl and EDTA. Retained proteins were eluted 
from the column with 500 µL 100 mM HCOOH directly into 
a glass HPLC vial and immediately neutralised with 125 µL 1 
M TEABC [17, 25]. Except for the Grb2 half pulldowns, 200 
µL (i.e., 33% of the $nal eluate volume) were routinely re-
moved for silver-stain one-dimensional gel electrophoresis 
and/or immunoblot analysis as required. :e remaining 
sample was frozen at -20°C until further processing. All vol-
umes in the protocol were halved for the half pulldown series 
of experiments. 

2.5 Solution Tryptic Digestion 

Proteins from 66% (all EGFR experiments and Grb2 full 
pulldown) or 100% (Grb2 half pulldowns) of the TEAB neu-
tralised acid eluate were reduced with dithiothreitol, alkylat-
ed with iodoacetamide and digested with 2 µg (full pull-
down) or 1 µg (half pulldown) modi$ed porcine trypsin. 
Multiples of 0.25 to 50% of the total eluate volume were de-
salted and concentrated with customised reversed-phase 
stage tips [26]. :e volume of the eluted sample was reduced 
to approximately 2 µL in a vacuum centrifuge and reconsti-

tuted to 8 µL with 5% formic acid in water and multiples 
thereof. 

2.6 Anti-haemagglutinin Immunoblot 

:e samples were denatured in 4× reducing SDS and 
boiled for 5 min, separated by 1D-SDS-PAGE and trans-
ferred onto a nitrocellulose membrane. :e membrane was 
incubated in blocking solution (5% non-fat milk in 
PBS/0.05% Tween-20) for 1 h at room temperature, then 
with murine anti-HA-peroxidase antibody (diluted 1:5000 in 
blocking solution) for 1 h at room temperature. A]er thor-
ough washing with PBS/0.05% Tween-20, the antibody sig-
nal was visualised by ECL™ Western Blotting Detection Rea-
gents. 

2.7 Liquid Chromatography Mass Spectrometry 

Mass spectrometry was performed on a hybrid LTQ-
Orbitrap XL mass spectrometer (:ermoFisher Scienti$c, 
Waltham, MA) using the Xcalibur version 2.0.7 coupled to 
an Agilent 1200 HPLC nanoUow system (dual pump system 
with one precolumn and one analytical column) (Agilent 
Biotechnologies, Palo Alto, CA) via a nanoelectrospray ion 
source using liquid junction (Proxeon, Odense, Denmark). 
Solvents for LC-MS separation of the digested samples were 
as follows: solvent A consisted of 0.4% formic acid in water 
and solvent B consisted of 0.4% formic acid in 70% methanol 
and 20% 2-propanol. From a thermostatted microau-
tosampler, 8 µL of the tryptic peptide mixture were automat-
ically loaded onto a trap column (Zorbax 300SB-C18 5µm, 
5×0.3 mm, Agilent Biotechnologies, Palo Alto, CA) with a 
binary pump at a Uow rate of 45 µL/min. 0.1% TFA was used 
for loading and washing the pre-column. A]er washing, the 
peptides were eluted by back-Uushing onto a 16 cm fused 
silica analytical column with an inner diameter of 50 µm 
packed with C18 reversed phase material (ReproSil-Pur 120 
C18-AQ, 3 µm, Dr. Maisch GmbH, Ammerbuch-Entringen, 
Germany). :e peptides were eluted from the analytical col-
umn with a 27 minute gradient ranging from 3 to 30 percent 
solvent B, followed by a 25 minute gradient from 30 to 70 
percent solvent B and, $nally, a 7 minute gradient from 70 to 
100 percent solvent B at a constant Uow rate of 100 nL/min. 
:e analyses were performed in a data-dependent acquisi-
tion mode using a top 6 collision-induced dissociation (CID) 
method. Dynamic exclusion for selected ions was 60 se-
conds. No lock masses were employed. Maximal ion accu-
mulation time allowed on the LTQ Orbitrap in CID mode 
was 150 ms for MSn in the LTQ and 1,000 ms in the C-trap. 
Automatic gain control was used to prevent over$lling of the 
ion traps and were set to 5,000 (CID) in MSn mode for the 
LTQ, and 106 ions for a full FTMS scan. Preview mode for 
FTMS master scans was enabled to determine the charge 
state of the intact peptides prior to a scan at 100,000 resolu-
tion. Monoisotopic precursor ion selection was enabled and 
unassigned charge states were not selected for fragmenta-
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tion. 

2.8 Data Analysis 

:e acquired data were processed with Bioworks V3.3.1 
SP1 (:ermoFisher, Manchester, UK). :e .dta $les were 
extracted from the .raw $les with the extract_msn.exe pro-
gram. All .dta $les were merged into a single peak list $le 
(.mgf) with an internally-developed Perl script. :e merged 
peak list was searched against the human SwissProt database 
version v57.4 (34,579 sequences, including isoforms as ob-
tained from varsplic.pl) with the search engines MASCOT 
(v2.2.03, MatrixScience, London, UK) and Phenyx (v2.5.14, 
GeneBio, Geneva, Switzerland) [27]. Submission to the 
search engines was via a Perl script that performs an initial 
search with relatively broad mass tolerances (MASCOT on-
ly) on both the precursor and fragment ions ( ±10 ppm and 
±0.6 Da, respectively). High-con$dence peptide identi$ca-
tions are used to recalibrate all precursor and fragment ion 
masses prior to a second search with narrower mass toler-
ances (±4 ppm and ±0.3 Da). One missed tryptic cleavage 
site was allowed. Carbamidomethyl cysteine was set as a 
$xed modi$cation, and oxidised methionine was set as a 
variable modi$cation. To validate the proteins, MASCOT 
and Phenyx output $les were processed by internally-
developed parsers. For MASCOT, two unique peptides with 
an ion score >18 (plus additional peptides from proteins 
ful$lling the criteria with an ion score >10) are required. For 
Phenyx, two unique peptides with a z-score >4.5 and a P-
value <0.001 are required (plus additional peptides from 
proteins ful$lling the criteria with a z-score >3.5 and a P-
value <0.001). :e validated proteins retrieved by the two 
algorithms are merged, any spectral conUicts discarded and 
grouped according to shared peptides. A false positive detec-
tion rate (FDR) of <0.25 % and <0.1 % (including the pep-
tides with lower scores) was determined for proteins and 
peptides, respectively, by applying the same procedure 
against a reversed database. Comparisons between analytical 
methods involved comparisons between the corresponding 
sets of identi$ed proteins. :is was achieved by an internally
-developed program that simultaneously computes the pro-
tein groups in all samples and extracts statistical data such as 
the number of distinct peptides (PCT), number of spectra 
(SCT), and sequence coverage (SCV). 

3. Results and Discussion 

:e results reported in this study are divided into three 
areas. Firstly, using typical starting quantities of cellular ly-
sate, the quantity of eluate required for injection onto the LC
-MS system was adjusted to maximise the number of pep-
tides and proteins identi$ed for SH-tagged EGFR del. Sec-
ondly, the initial input material was reduced and also the 
injection quantities varied to determine the minimal protein 
input required to identify all core components of the EGFR 
del complex. Finally, the entire strategy was assessed by eval-

uating another bait in a diWerent cell line to both con$rm 
and generalise our $ndings. 

3.1 Optimisation of Injection Quantity 

:e standard protocol established in our laboratory for the 
mass spectrometric analysis of streptavidin-binding peptide 
haemagglutinin (SH)-tagged proteins by one-dimensional 
gel-free or ‘shotgun’ collision-induced dissociation (1D-SG-
CID), is to inject 3% [17] of the total eluate volume from 
tryptically-digested, acid-eluted and neutralised protein 
complexes (50 mg protein input). N-terminally-tagged green 
Uuorescent protein (GFP) and C-terminally-tagged EGFR 
del were retrovirally-expressed in PC9 cells and analysed 
accordingly. :e protein groups identi$ed from the GFP 
negative control (TBA1B, TBB5, TBB2C, TBA4B, ADT2, 
ADT3, ACTB, ACTBL, RS27) were considered as non-
speci$c proteins that were interacting with the SH-tag and/
or GFP and were thus removed from the results obtained for 
EGFR del. :e $ltered data consisted of 8 proteins (n = 4). 
EGFR (bait) was the most abundant protein with a maxi-
mum sequence coverage (SCV) of 50% (52 unique peptide 
counts, PCT, from 936 spectral counts, SCT). :e proteins 
identi$ed as part of the core complex of EGFR were: UBS3B, 
GRB2, ERRFI, HS90A, HS90B, SHC1, and CDC37. A sum-
mary of the PCT, SCT and SCV are given in Table 1. UBS3B, 
GRB2, ERRF1, HSP90, and SHC1 are all bona -de interact-
ing proteins with EGFR (www.hprd.org) while CDC37 is a 
co-chaperone of kinases along with HSP90 [28-30]. GRP78, 
HSP7C, HSP71 and HS71L were identi$ed in both the EGFR 
del and GFP experiments, however, the spectral counts were 
markedly increased in the former thereby indicating that the 
interaction of EGFR del with some heat shock proteins is 
enriched and not entirely due to non-speci$c binding. 

ACCESSION SWISSPROT PCT SCT SCV 

P00533-1 EGFR 52 936 50 

Q8TF42 UBS3B 14 77 29 

P62993-1 GRB2 8 66 46 

Q9UJM3 ERRFI 6 20 20 

P07900-1 HS90A 5 19 8 

P08238 HS90B 3 8 5 

P29353-1 SHC1 3 5 7 

Q16543 CDC37 2 3 7 

Table 1. :e core complex proteins identi$ed from the 50 mg pro-
tein input SH-EGFR del-TAP (n = 4) following subtraction of pro-
teins identi$ed in the green Uuorescent protein (GFP) negative 
control. PCT (peptide counts); SCT (spectral counts); SCV 
(percent sequence coverage). 
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Shown in Figure 2 is the eWect on maximum unique PCT 
when the amount of injected material was increased from 3% 
of the eluate volume (n = 4) to 5% (n = 4), 10% (n = 4) and 
20% (n = 2). :e general tendency for the major proteins was 
a gradual increase in maximum PCT from 3 to 5% eluate 
injected. UBIQ was identi$ed when a higher quantity of ma-
terial was analysed, however, CDC37 disappeared with in-
creasing quantity of injected sample. From 5% to 10% to 
20%, the tendency was for the maximum PCT to gradually 
decrease. When 20% of the eluate was injected, however, an 
additional protein (H90B4) with low PCT was identi$ed. 
Only two unique peptides were observed for this protein: 
VILHLKEDQTEYLEER, (shared with HS90A); and 
IMEESNVK (speci$c to H90B4). It would appear that alt-
hough the PCT for all the identi$ed proteins decreased at 
20% of the eluate injected, su�cient intensity for the speci$c 
peptide from H90B4 was reached to be selected and frag-
mented in the mass spectrometer. 

Unique peptide counts (PCT) and sequence coverage 
(SCV) (see below, section 3.2) were chosen in this study as 
the metric for monitoring the eWect of increasing the quanti-
ty of digested protein that is injected onto the LC-MS sys-
tem. Contrary to SCT [31], PCT and SCV are by no means 
quantitative in nature. Nonetheless, both PCT and SCV 
demonstrated a phenomena that was not observed with SCT. 
Namely, PCT and SCV have a tendency to decrease with 
increasing quantities of injected sample, whereas SCT con-
tinues to increase. A example of the eWect on SCT with in-

creasing quantities of injected material is included in the 
supplementary section (Supplementary Figure S2). 

It has long been established that ESI-MS is a highly-
sensitive detection method for polar molecules, however, at 
elevated concentrations (>10–5 M), the approximate linearity 
of the ESI response is o]en lost and ion suppression be-
comes an increasing problem [21]. Shown in Figure 3 is the 
reconstructed ion chromatogram (RIC) for one of the two 
unique peptides (LQAEAQQLR, theoretical [M+2H]2+ = 
528.7935) that were identi$ed from CDC37 across four LC-
MS analyses (biochemical replicate 1: 3, 5, 10 and 20% eluate 
injected). Inset is the m/z and isotopic pattern of the ion. :e 
peptide is present in the MS spectrum across all analyses, 
however, the MSMS spectrum was only matched to the pep-
tide (Figure 3C) from the technical replicate with 3% of the 
eluate injected (Figure 3B). In all the other analyses, no 
MSMS spectrum was recorded. :e general trend was that 
the maximal ion intensity of the 12C isotope for 
LQAEAQQLR actually decreased from 3% to 20% of the 
eluate injected. More notable is that the isotopic pattern of 
the ion was also compromised with increasing quantities of 
injected material. For the spectra shown in Figure 3A and 
3D-H, the ion representative of the peptide containing two 
13C atoms is not evident. As a consequence, the mass spec-
trometer did not switch to MSMS. Conversely, the popula-
tion of ions representative of the peptide with two 13C atoms 
is only evident in Figure 3B and thus for this analysis only, 
an MSMS spectrum was recorded (Figure 3C). :us, it fol-

Figure 2. :e eWect on maximum unique PCT for 50 mg protein input with increasing quantities of injected digested SH-EGFR del-TAP 
eluate onto the LC-MS system.  Blue (3%), red (5%), green (10%) and purple (20%). For the injected quantities of 3, 5 and 10%, n = 4 and for 
20%, n = 2. 



JIOMICS | VOL 2 | ISSUE 1 | MAY 2012 | 55-68 

55-68: 61 

Figure 3. Reconstructed ion chromatogram (RIC) for the peptide LQAEAQQLR (theoretical [M+2H]2+ = 528.7935) from CDC37.  (A) and 
(B) 3%; (C) MSMS spectrum from (B); (D) and (E) 5%; (F) and (G) 10% and (H) 20% eluate volume injected.  :e observed retention time 
(Tr); and maximum ion intensity are given for each eluate injection percentage.  Shown inset is the isotopic distribution and observed m/z for 
the peptide ion. 
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lows that at a lower concentration of analyte, the apparent 
ion suppression eWect on CDC37 is reduced and the ions are 
available for selection in the mass spectrometer for fragmen-
tation. 

:e resolving capacity of the chromatographic system is 
another factor that can inUuence the identi$cation of pep-
tides by mass spectrometry. :e overall separation e�ciency 
of an analytical column depends on such factors as column 
length, chosen solvent system, Uow rate, gradient pro$le and 
type of packing material. Loss of resolution between consec-
utive chromatographic analyses can be caused by overload-
ing eWects or degradation of the reversed-phase material. 
:is can be monitored by changes in peak shape, peak width 
and altered retention times. :e eWect of increasing quanti-
ties of protein injected on the chromatography is given in 
Figure 4. Overall the base peak intensity (BPI) chromato-
grams are relatively weak and the predominant peaks (T) are 
due to autodigestion products of trypsin. Shown inset is the 
reconstructed ion chromatogram (RIC) for one of the most 

intense doubly-charged peptide (NLQEILHGAVR, theoreti-
cal [M+2H]2+ = 625.3542) from EGFR del (normalised to the 
maximal intensity of the ion across the four analyses). :e 
peak full-width-at-half-maximum-height (FWHM) was 0.49, 
0.42, 0.48 and 0.42 min for 3, 5, 10 and 20% eluate volume 
injected, respectively. :roughout all analyses in this study, a 
Zorbax 300SB-C18 5 µm, 5×0.3 mm precolumn was used 
(see Materials and Methods). As stated by the manufacturer, 
the loading capacity of this column is in the range of 1 to 10 
µg. In chromatography, column overloading eWects are ob-
served if there is an increase in peak width of greater than 
10%. Since this is not the case, the precolumn capacity is 
su�cient. :e peak pro$le is unaWected by the increasing 
amounts of injected material and chromatographic resolu-
tion and separation are not compromised. :us, the quantity 
of sample injected onto the precolumn does not appear to 
exceed the speci$cations. 

:e composition of HPLC mobile phase system can also 
play an important role in peptide identi$cation. It is stand-

Figure 4.  Chromatographic separation of the tryptic digest of the proteins from an SH-EGFR del TAP (50 mg protein input).  Shown inset is 
the reconstructed ion chromatogram (RIC) for NLQEILHGAVR (theoretical [M+2H]2+ = 625.3542) from EGFR (normalised to the maximal 
intensity of the ion across the four analyses).  (A) 3; (B) 5; (C) 10 and (D) 20% eluate volume injected.  :e observed [M+2H];2+ retention 
time (Tr); maximum ion intensity; and peak full-width-at-half-maximum-height (FWHM) are given for each eluate injection percentage. (T), 
autodigestion products of trypsin; (E) extracted EGFR peptide ion. 
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ard practice in our laboratory to use a non-traditional mo-
bile phase B containing 70% methanol, 20% 2-propanol (see 
Materials and Methods). A systematic evaluation of alterna-
tive solvent systems compared to the more commonly-used 
acetonitrile has been performed by our group (unpublished 
data); however, the data is not included here as this is out-
side the scope of this manuscript. Nonetheless, in our hands 
we have found that a 70% methanol, 20% 2-propanol mix-
ture provides superior data compared to other mobile phase 
combinations (including acetonitrile).  Interestingly enough, 
it is known from the literature that the use of methanol in 
the mobile phase B actually augments and improves the lim-
its of peptide detection compared to acetonitrile [23].  

:e AGC settings on an Orbitrap mass spectrometer are 
used to prevent over$lling of the ion traps. As indicated in 
the Material and Methods, the AGC was set to 5,000 (CID) 
in MSn mode for the LTQ, and 106 ions for a full FTMS scan. 
Naturally, it would have been possible to increase the AGC 
settings to compensate for the lower quantities of injected 
material; however, the negative implication is that it takes 
longer to accumulate more ions. Any gain in adjusting the 
AGC are counteracted by longer $lling times. To maintain 
consistency during the analyses of the diWerent input quanti-
ties of starting material and allow direct comparison between 
the data sets, the choice was made to limit the number of 
variables and as such the same AGC settings were main-
tained throughout the analyses. 

:e TAP puri$cation background (protein and other mo-
lecular groups) can also play a role in the observed decrease 
in identi$ed peptides and proteins. For the non-speci$c pro-
teins (TBA1B, TBB5, TBB2C, TBA4B, ADT2, ADT3, ACTB, 
ACTBL, RS27), the following observations were made (see 
Table 2). From 3% to 20% of the eluate injected (n = 4) RS27 
was identi$ed at the lower injection quantities but was not 
apparent when 20% of the eluate was analysed. TBB5 and 
ADT2 were identi$ed across all injection quantities, howev-
er, the PCT decreased at 20% injected. ADT3 was only iden-
ti$ed when 3% of the eluate was injected. At the higher injec-
tion quantities, no unique peptides were identi$ed and the 
protein was grouped with ADT2. TBB2C, TBA4B, ACTBL 
and ACTB were only observed at 10% or higher injection 
percentages. TBA1B was the only non-speci$c protein that 
showed a gradual increase in PCT as the amount of eluate 
injected increased.  Overall, the non-speci$c protein con-
taminants identi$ed in the SH-EGFR del-TAP exhibited 
similar traits to the core complex proteins. See Supplemen-
tary Table S1 for an overview of the PCT, SCT and SCV for 
all proteins identi$ed at the diWerent eluate injection vol-
umes. In addition to background non-speci$cally-
interacting proteins, residual non-volatile substances (e.g., 
salts, buWers, chaotropic agents, stabilisers and detergents) 
may play a role in the observed phenomena. For example, 
NP-40 is a pre-requisite component of the cell lysis buWer. 
:e detergent is necessary to not only solubilise membrane 
and membrane-associated proteins, but also to maintain the 
structural integrity of the protein-protein complexes prior to A
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enrichment via TAP. Although the methodology is well-
established in our laboratory and particular care is taken 
with the washing steps to remove detergent (and other non-
volatile material) prior to elution with acid, it is feasible that 
residual detergent (and other components) remain and are 
concentrated as more of the eluate is injected onto the LC-
MS. :e negative repercussions are that a very small propor-
tion of the detergent can also lead to reduced peptide inten-
sity as detergents are a scavenger of charge [32]. Additional-
ly, detergents also bind strongly to reversed-phase material 
which ultimately compromises peak shape and column per-
formance. 

When undertaking a TAP-MS experiment, it is important 
to bear in mind that there are a number of critical factors 
that can markedly inUuence the data obtained. :ese ele-
ments play a central role in the quality of the end result. 
:us, for novice researchers embarking into protein-protein 
interactomics, this manuscript serves as a guide to perform-
ing TAP and oWers plausible explanations for observed 
anomalies. 

3.2 Optimisation of Protein Input Quantity 

A series of half pulldowns was performed to determine the 
lowest quantity of input protein from which the major con-
stituents of the EGFR del core complex could be identi$ed. 
:e total input protein quantities were: 20, 12.5, 5 and 2.5 
mg and the inject quantities ranged between 0.25 to 20% 
(Figure 5).  

At 20 mg protein input (Figure 5A) and 0.25% of the elu-
ate injected (n = 4), only EGFR del was identi$ed plus 2 pep-
tides from UBS3B. Increasing the percentage of injected elu-
ate to 0.5, 2, 3 and 6% led to the identi$cation of GRP78, 
GRB2, HSP7C, HS71L (0.5%); HSP71, HS90A (2%); ERRFI 
(3%), and HS90B (6%), respectively. A further increase in 
injection quantity to 10% (n = 2) did not lead to the identi$-
cation of any additional interacting proteins. As observed for 
the full pulldown experiments, increasing the quantity of 
injected material decreased the maximum sequence coverage 
(SCV) of all the identi$ed proteins. When the protein input 
was 12.5 mg (Figure 5B) and 3% of the eluate volume was 
injected (n = 4), EGFR del was identi$ed with a maximum 
SCV of 31% (31 PCT from 321 SCT). GRP78, GRB2, HSP7C, 
UBS3B and ERRFI were also observed. No speci$c peptides 
from HS71L and HSP71 were identi$ed but the proteins are 
grouped with HSP7C. Increasing the percentage of injected 
eluate volume to 6% resulted in the identi$cation of HS90A 
(plus HS90B grouped with HS90A). A further increase, how-
ever, in the injected eluate volume to 10 and 15% did not 
lead to the identi$cation of additional interacting proteins. 
Conversely, HS90A was no longer apparent. Concurrent 
with this observation was the plateauing of the maximum 
SCV for EGFR del and the core complex proteins. 

At 5 mg input material (equivalent to approximately 1 × 
10 cm plate or 4 × 106 cells, Figure 5C) and 15% of the eluate 
injected (n = 4), EGFR, GRP78, GRB2, HSP7C, UBS3B and 
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Figure 5.  Maximum sequence coverage (SCV) obtained for pro-
teins from the EGFR del core complex at variable total protein 
input quantities (A) 20 mg; (B) 12.5 mg; and (C) 5 mg.  Quantity 
of injected material (% eluate volume) ranged from 0.25 to 20% 
per LC-MS analysis. 
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ERRFI were identi$ed. Increasing the quantity of injected 
eluate volume to 20% resulted in the appearance of HSP71 
but with the concomitant disappearance of HSP7C. Neither 
HS90A nor HS90B were identi$ed. Overall, from the 5 mg 
protein input experiments, 6 interacting proteins (plus 
EGFR) were observed. When the total protein input was 
decreased to 2.5 mg and 33% of the eluate volume injected 
per technical replicate (n = 4), only EGFR (20% max. SCV, 
17 PCT from 99 SCT) and two non-speci$cally-interacting 
proteins (GFAP, S10A9) were identi$ed. :erefore this low 
quantity of input material is insu�cient to purify/observe 
the EGFR del complex and thus provides a lower cut-oW 
value for a successful protein complex puri$cation from ret-
rovirally-transduced cells using the instrumentation and 
workUow described in this study. See Supplementary Table 
S2 for an overview of the PCT, SCT and SCV for all proteins 
identi$ed at the diWerent protein input quantities and eluate 
injection volumes. 

Across the entire half pulldown series of experiments, 9 
EGFR del-interacting proteins were identi$ed in common 
with the data obtained from the full pulldown series. Only 
the proteins identi$ed with low PCT were absent (SHC1, 
CDC37, UBIQ, H90B4). Interestingly, when 6% of the eluate 
volume was injected from the 12.5 mg protein input sample, 
basically all the major EGFR-interacting proteins were iden-
ti$ed. No speci$c peptides from HS71L and HS90B were 
selected for fragmentation by mass spectrometry but the 
proteins are grouped with HSP71 and HS90A, respectively. 
:e data is comparable with the 3% of the eluate volume 
from the 50 mg protein input sample. :us, from four times 
less input material and only double the injection volume, the 
same results were obtained.  

As for the full pulldown series of experiments, there was 
also evidence of a decrease in PCT and SCV with a concomi-
tant loss of certain proteins with increasing quantities of 
injected material. When 10% of the digested eluate from 20 
mg protein input sample was analysed by LC-MS, there was 
a decrease in maximum SCV for all identi$ed proteins com-
pared to the data obtained when 6% of the same eluate was 
analysed (Figure 5A). :e eWects were not as pronounced for 
the 12.5 mg protein input (Figure 5B) and not apparent with 
the 5 mg protein input (Figure 5C). 

For all of the puri$cations performed with EGFR del, the 
data was $ltered to remove single peptide identi$cations 
(Material and Methods, section 2.8). Considering that the 
level of protein input in these experiments was very low, the 
discarded data was assessed for know interactors of EGFR 
del. Overall, the majority of the removed proteins were 
abundant, non-speci$cally interacting proteins (e.g., tubulin, 
ribosomal etc), however CDC37 (50, 25 and 12.5 mg input 
material), HS90A (12.5 mg) and UBS3B (2.5 mg) were also 
present as single peptide identi$cations. :e inclusion of 
such peptides could be bene$cial, particularly in the discov-
ery of novel interactors. 

Comparison of the mass spectrometric data with the anti-
HA immunoblot for SH-tagged EGFR del revealed some 

surprising $ndings. As observed in Supplementary Figure 
S1, the levels of the SH-tagged EGFR del following the se-
cond step of the puri$cation are extremely low, and at 5 and 
2.5 mg protein input (Figure S1G and I) the bait protein is 
below the detection limit of the anti-HA antibody. Although 
the immunoblot was very weak for the 12.5 mg protein in-
put, the same amount of eluate volume (6%) analysed by LC-
MS unequivocally identi$ed all the core proteins of the 
EGFR del complex. :e whole cell lysate (100 µg) and the 
biotin eluate from $rst step of the TAP are also given for 
comparison. As reported by Glatter et al. [7], elution from 
the streptavidin column with biotin is highly-e�cient (>90% 
recovery) with negligible bait protein remaining on the 
streptavidin beads following elution with Laemmli buWer. 
From the signal intensity of the anti-HA immunoblot of the 
$nal eluate, these workers also estimated that the overall 
yield of the TAP was 30–40% of bait protein present in the 
cell lysate. Based on Supplementary Figure S1, the data pre-
sented here reUects some of the $ndings of Glatter et al. [7]. 
:is is particularly evident for the one-step biotin elution for 
the 20 and 12.5 mg protein inputs. :e yield of the second-
step formic acid elution, however, appears to be slightly low-
er than that reported. Nonetheless, regardless of the yield 
determined by immunoblot techniques, the fact remains that 
it is feasible to purify and identify non-covalently-interacting 
protein complexes from low input quantities of protein. :is 
alone is a substantial achievement and opens the possibility 
of exploring and charting molecular pathways from primary 
cells and/or cells that are particularly di�cult to cultivate. 

3.3 Grb2 Core Complex 

To con$rm the observations made with downscaling the 
EGFR del SH-TAP, a second protein (Grb2) was cloned with 
an N-terminal-HA tag via the alternative doxycycline-
inducible Flp-In system in HEK293 cells [7]. Tandem a�nity 
puri$cations were performed with 50, 12.5 and 5 mg protein 
input material. Following subtraction of the protein groups 
observed in the GFP negative control (HSP71, HSP7C), 12 
proteins remained in the puri$cation from 50 mg total pro-
tein input and 3% of the eluate injected (n = 2). Grb2 (bait) 
was the most abundant protein with a maximum sequence 
coverage (SCV) of 92% (24 unique peptide counts, PCT, 
from 295 spectral counts, SCT). :e proteins identi$ed as 
part of the core complex of Grb2 were: ARHG5, SOS1, 
DYN2, ARG35, SOS2, CBLB, CBL, DYN1, WIPF2, IRS4, 
and PTPRA. A summary of the PCT, SCT and SCV are given 
in Table 3A. Increasing the quantity of injected eluate to 5% 
(n = 2) resulted in the identi$cation of the same proteins, 
plus one additional non-speci$c interactor (HNRPK). At 
10% (n = 2) and 20% of the eluate injected (n = 1), a total of 
6 further proteins were identi$ed, albeit with low PCT, SCT 
and SCV. :ese were: WASL, ERRFI, DYN3 (interactors), 
ACACA (SH-TAP puri$cation contaminant); SNX18 and 
FA59B (likely non-speci$c binders). 

Figure 6 shows the eWect on maximum unique PCT when 
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ACCESSION 

CODE 

SWISSPROT 

IDENTIFIER 
A B     

  PCT SCT SCV PCT SCT SCV 

P62993-1 GRB2 24 295 92 17 149 79 

Q12774-1 ARHG5 45 95 32 35 66 27 

Q07889 SOS1 39 77 29 24 42 19 

P50570-2 DYN2 15 23 15 2 2 2 

A5YM69 ARG35 9 20 20 8 15 20 

Q07890 SOS2 11 18 9 5 7 5 

Q13191-1 CBLB 9 17 9 6 12 7 

P22681 CBL 11 18 15 8 13 13 

Q05193-2 DYN1 8 11 7 n.i. n.i. n.i. 

Q8TF74-1/A6NGB9 WIPF2/3 3 7 11 2 2 6 

O014654 IRS4 4 6 4 2 2 2 

P18433-1 PTPRA 5 8 7 6 11 10 

Table 3.  :e core complex proteins identi$ed from the SH-Grb2-TAP. (A) 50 mg (n = 2); and (B) 12.5 mg (n = 2) protein input following 
subtraction of proteins identi$ed in the green Uuorescent protein (GFP) negative control.  PCT (peptide counts); SCT (spectral counts); SCV 
(percent sequence coverage). n.i.; not identi$ed. 
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the amount of injected material was increased from 3% of 
the eluate volume (n = 2) to 5% (n = 2), 10% (n = 2) and 20% 
(n = 1). A similar pattern to the EGFR experiments was ob-
tained (Figure 2).  :at is, the general tendency for the major 
proteins was a gradual increase in maximum PCT from 3 to 
5% eluate injected (ARHG5, SOS1, ARG35, CBL, PTPRA) or 
from 3 to 5 to 10% (DYN2, CBLB, IRS4, WIPF2) and then a 
decrease in PCT as more eluate was injected. DYN 1 had a 
maximum number of unique PCT at 3% injected, whilst 
SOS2 was the only protein that steadily increased in the 
number of unique PCT with increasing percentage of mate-
rial injected. :e low-abundance proteins WASL and ERRFI 
were only identi$ed from 10% of the eluate injected and 
above. DYN3 was only observed at the maximum injected 
percentage. 

Decreasing the protein input quantity to 12.5 mg and in-
jection of 50% of the eluate, resulted in the identi$cation of 
17 proteins (n = 2). A]er removal of the proteins observed in 
the negative control (HSP71, HSP7C, GRP78) and apparent 
non-speci$c binders (H14, NFH, ACTA), 11 of the 15 pro-
teins (ARHG5, SOS1, ARG35, CBL, CBLB, PTPRA, SOS2, 
WIPF3, DYN2, and IRS4) observed in the 50 mg full pull-
down experiments remained. Grb2 had a maximum SCV of 
79% (17 PCT from 149 SCT). :e PCT, SCT and SCV for 
the identi$ed proteins are summarised in Table 3B. When 
the protein input quantity was decreased further to 5 mg, 
only Grb2 (59% max. SCV, 15 PCT from 79 SCT), HSP71 
and NFH were identi$ed, thus providing the lower cut-oW 
value for this protein in the HEK293 Flp-In cells. A sum-
mary of the proteins identi$ed is given in Supplementary 
Table S3. As for EGFR del, the single peptide identi$cations 
were also assessed. Two known interactors of Grb2, WIPF3 
[33] and M4K5 [34] also became evident. Overall, the data 
generated with the Grb2 experiments were reUective of the 
results obtained from the EGFR experiments. 

4. Concluding Remarks 

:e ability to scale down the SH-TAP to low quantities of 
input material opens numerous possibilities and potential 
applications and shows that it is feasible to perform an SH-
TAP experiment from a single 10 cm or 15 cm plate of cells 
(equivalent to 4 - 8 × 106 cells). From this study, we believe 
that it is now possible to map protein-protein interaction 
networks from cells that are di�cult to cultivate in large 
quantities (i.e., primary cells) or cells from which it is not 
feasible to generate a stable cell line without using viral ex-
pression systems or the Flp-FRT recombination system. :is 
may allow elucidation of biological networks in a larger pan-
el of cell types and conditions, e.g., detailed experiments with 
dynamic network perturbations with drugs or RNA interfer-
ence molecules. Identi$cation of these networks would be of 
considerable bene$t in delineating disease-related signalling 
pathways in aberrant tissues obtained from mouse models 
and/or patient material. 

Re$nement of the liquid chromatography mass spectrom-

etry system (e.g., lower Uow rates, smaller diameter analytical 
columns, submicron ESI needles) and sample preparation 
techniques (e.g., fractionation at the peptide or protein level, 
removal of abundant bait protein) could further increase 
both sensitivity and dynamic range. :is then has the poten-
tial to allow the identi$cation of protein complexes from 
even lower quantities of protein material. To improve TAP-
MS analyses based on the results from this study, our recom-
mendation to other researchers that are embarking into the 
$eld of protein-protein interactomics is to $nd the balance 
between the (i) quantity of starting material for the tandem 
a�nity puri$cation; and (ii) the quantity of eluate injected 
onto the LC-MS system. As each protein is most certainly 
diWerent, the results from this manuscript act as a guide for 
other researchers endeavouring to establish TAP in their 
laboratory or to perform TAP on proteins from unusual cell 
lines with low quantities of input material. Additionally, we 
put forward several plausible explanations to account for the 
phenomena observed in our study. Namely, that increasing 
quantities of injected material eventually leads to a decrease 
in the number of proteins identi$ed. Researchers endeavour-
ing to enter this $eld of research are thus aware of the anom-
alies that can occur when working at this low level of sensi-
tivity and are therefore fully-prepared for interpretation of 
the data. 

5. Supplementary material 

Supplementary material regarding this manuscript is 
online available in the web page of JIOMICS. 
h�p://www.jiomics.com/index.php/jio/rt/suppFiles/81 
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Arsenic is a metalloid that is widely distributed on the 
earth’s surface. ,e forms that are most important biologi-
cally are arsenate (As5+) and arsenite (As3+) [1]. ,e arsenic 
found in water and soil is there principally due to natural 
processes, such as volcanic emissions and leaching; though it 
is intensi8ed by human activities, including mining and ar-
senical-containing fungicides, pesticides, herbicides, and 
wood preservatives [2]. 

Exposure to arsenic in drinking water is a public health 
problem that a;ects various parts of world. Inorganic arsenic 
is a human carcinogen and is associated with chronic and 
cardiovascular diseases [3]. Arsenite bonds strongly to thiol 
groups of proteins, while arsenate is a structural analog of 
phosphate and competes with this element in many phos-
phorylation reactions [4]. 

Currently, remediation of arsenic in water and soil is done 
through physical-chemical interventions; however, these are 
high cost, energy-intensive measures, and the resulting waste 
still needs to be discarded or eliminated [5]. Microorganisms 
have developed various strategies to counter the toxicity of 
arsenic that can be used in bioremediation, through biopro-
cesses of adsorption, precipitation, complexation and bioac-
cumulation [6]. Improvement of the capacity of these bacte-
ria requires a better understanding of the resistance mecha-
nisms of these organisms. 

In nature, microorganisms respond to arsenic in di;erent 
ways, but the most common pathway in bacteria is mediated 
by the operon ars [7], which codes for three proteins: an 
arsenate reductase (ArsC), an e>ux pump (ArsB) and a 
transcription regulator (ArsR). Additionally, in some bacte-
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Abstract 

1. Introduction 

Exposure to arsenic, whether acute or chronic, is a public health problem in many parts of the world and is associated with various types of 
deleterious e;ects on human health. One way that risk of contamination with this metalloid can be reduced is through bioremediation of 
areas contaminated with arsenic. Natural resistance mechanisms are widely distributed in microorganisms, meriting further study in an 
e;ort to improve their e[ciency. Chromobacterium violaceum is a betaproteobacterium found in tropical and subtropical regions; its re-
sistance to arsenic is controlled by an operon, arsRBC. ,e proteins expressed by the operon ars have been well studied; however, the overall 
cell response that determines resistance to this metalloid is little understood. We investigated changes in protein expression in response to 
arsenite. ,is was done through two-dimensional di;erential gel electrophoresis (2D-DIGE). Quantities of 26 proteins were altered a]er 
treatment with arsenite, 23 of which increased. ,e di;erential spots were analyzed with MS and MS/MS; eight proteins were identi8ed that 
are involved in response to oxidative stress (SOD, GST, Grx), in DNA repair and in the metabolism of lipids, amino acids and coenzymes. 
We conclude that the response of C. violaceum to arsenite involves defense mechanisms against oxidative stress and alterations in cell meta-
bolic cycles. 

Keywords: Chromobacterium violaceum; Arsenic; Proteomics; Bioremediation. 
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ria, the operon can include genes that code for an ATPase 
(ArsA) and a metallochaperone (ArsD) [8]. Arsenate reduc-
tase uses glutaredoxin or thioredoxin to reduce the arsenate 
to arsenite, which is expulsed from the cell by ArsB or by the 
ArsAB pump [1]. 

Chromobacterium violaceum is a Gram-negative, faculta-
tive anaerobic betaproteobacterium, found in the water and 
soil of tropical and subtropical regions [9]. It is an opportun-
istic pathogen and has a very versatile metabolism, making it 
capable of confronting diverse types of environmental con-
ditions [10]. 

,e most notable phenotypic characteristic of C. vio-
laceum is violacein, a violet pigment that has antibacterial, 
antifungal, cytotoxic and antiviral activity [9]. ,is bacte-
rium produces chitinases [11], polyhydroxyalkanoates [12], 
cellulase [13], and it is capable of solubilizing metals [14]. 

Genome analysis of C. violaceum demonstrated an operon 
ars of the type arsRBC [9, 15]. ,is operon was shown to be 
functional by Azevedo and colleagues [16], who demonstrat-
ed that expression of the gene arsR is increased in response 
to arsenite and expression of this gene is correlated with re-
sistance to this metalloid. ,e arsenical resistance tests in C. 
violaceum indicated that this bacteria was able to tolerate 
micromolar concentrations of arsenite, and the IC50 value 
for arsenite was determined to be approximately 500 µM 
[Rocha et al., unpublished data]. However, the global e;ects 
of arsenite on metabolism were yet not reported. Here, we 
used a di;erential proteomic approach focused on metabolic 
cycles involved in the adaptation of C. violaceum to arsenite 
that are not directly correlated with this resistance. 

2. Materials and Methods 

2.1 Bacterial growth and treatment with arsenite 

We used C. violaceum ATCC 12472 in our study. ,e bac-
teria were grown on Luria-Bertani (LB) medium containing 
0.1 mg/mL ampicillin, at 28°C with 200 rpm agitation, ac-
cording to [16]. One hundred microliters of pre-inoculum 
were diluted in 10 mL of fresh medium containing 10 µM 
sodium arsenite and incubated for 16 h. ,is inoculum was 
then diluted in 50 mL of fresh culture medium containing 
100 µM sodium arsenite, order to obtain an optical density 
(OD) of 0.05 at 720 nm [17], and incubated until it reached 
an exponential growth phase (DO720 = 1.00). As a control, 
the bacteria were grown under the same conditions, but 
without arsenite. 

2.2 Protein Extraction 

,e bacteria were harvested by centrifuging the culture 
medium at 5,000 rpm, for 10 min, at 4°C. ,e liquid medium 
was discarded, and the bacterial pellet was washed three 
times with 50 mM Tris-HCl pH 7.5 and resuspended in 1 
mL of lysis bu;er (7 M urea, 2 M thiourea, 2% CHAPS, 75 
mM DTT, and a cocktail of protease inhibitors). Cells were 

sonicated on ice for 8ve cycles of 10s, with 10 s intervals. ,e 
lysate was centrifuged for 40 min, at 14,000 rpm, at 4°C. ,e 
soluble proteins were stored at -70°C until use. ,e protein 
samples were quanti8ed using the 2D Quant kit (GE 
Healthcare). 

2.3 2D-DIGE 

,e proteins in the extracts of three replicates from arsenic
-treated and control bacteria were precipitated with meth-
anol/chloroform and dissolved in sample bu;er (7 M urea, 2 
M thiourea, 4% CHAPS, 30 mM Tris-HCl pH 9). Analytical 
gels were prepared with 50 µg of protein labeled with buo-
rescent dyes Cy3 or Cy5 (400 pmol), according to manufac-
turer’s instructions (GE Healthcare). An internal control was 
made with a mixture of treated and control group material, 
totaling 50 µg of protein, labeled with Cy2. ,e labeling re-
action was stopped by adding 1 µL of 10 mM lysine for 10 
min. ,e di;erentially labeled samples were combined and 
diluted with rehydration bu;er (7 M urea, 2 M thiourea, 2% 
CHAPS, 1% ampholytes pH 4-7, 75 mM DTT and 0.002% 
bromophenol blue), were used to rehydrate immobilized pH 
gradient (IPG) gel strip for isoelectric focusing (IEF) (pH 4-
7, 18 cm, GE Healthcare). ,e IEF was performed in Ettan 
IPGphor (GE-Healthcare) until 80,000 Vh. A]er equilibra-
tion for 15 min in a 50 mM Tris HCl (pH 8.8) bu;er solution 
containing 6 M urea, 2% SDS, 30% glycerol, 0.001% bromo-
phenol blue and 10 mg/mL DTT, the strips were equilibrated 
for 15 min in the same solution, except that the DTT was 
replaced by 25 mg/mL iodoacetamide. ,e SDS-PAGE was 
performed on a 15% polyacrylamide gel using an Ettan 
DALTsix device (GE-Healthcare). DIGE gels were scanned 
using a Ettan DIGE Imager (GE Healthcare), and image 
analysis was performed with ImageMaster 2D Platinum 7.0 
so]ware (GE Healthcare). Spots were considered to be 
di;erential when the mean ratio between volumes was ± 1.3 
times and p < 0.05 in the ANOVA test. 

For the preparative gels, 600 µg of proteins from extracts 
of bacteria that had been treated or not with arsenite were 
resolved by 2DE as previously described. ,e proteins were 
stained with colloidal Coomassie blue. ,e gels were digit-
ized using ImageScanner (GE Healthcare), and image analy-
sis was performed with ImageMaster 2D Platinum 7.0 so]-
ware (GE Healthcare). 

2.4 Digestion in gel with trypsin 

,e di;erential spots were excised from the preparative 
gels (three for each condition), using SpotPicking Ettan (GE 
Healthcare). ,e digestion was performed according to a 
previously described protocol [18], with some modi8cations. 
,e spots were destained with 25 mM ammonium bicar-
bonate /50% acetonitrile (v/v), treated with acetonitrile for 5 
min and completely dried. ,e gel pieces were digested with 
modi8ed trypsin (Promega) 20 ng/µL in 25 mM ammonium 
bicarbonate, at 37°C for 16 h. ,e peptides were extracted 
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with 2.5% formic acid/50% acetonitrile (v/v). ,e peptide 
solution was concentrated in a SpeedVac (Savant, USA) to a 
volume of about 10 ìL, and desalted using P10 ZipTip C18 
(MilliPore). 

2.5 Mass Spectrometry and Protein Identi$cation 

For identi8cation of the proteins, 0.5 µL of the peptide 
solution and 0.5 µL of the alpha-cyano-4-hydroxycinnamic 
acid matrix 10 mg/mL were mixed on the target. Analysis 
through PMF was made in an AXIMA-CRF MALDI-TOF 
mass spectrometer (Shimadzu). ,e acquisition parameters 
were: positive rebector mode, laser repetition rate of 5 Hz, 20 
kV acceleration voltage, m/z range of 500 - 4,000 Da; 200 
shots were accumulated per spectrum and spectra were pro-
cessed usisng the MALDI-MS Application so]ware tool 
(Shimadzu). ,e MS/MS analysis was done using a AutoFlex 
III MALDI-TOF/TOF mass spectrometer (Bruker Dalton-
ics). ,e acquisition parameters were: positive rebector 
mode, laser repetition rate of 50 Hz, 25 kV acceleration volt-
age, 500 to 4,000 Da m/z range; spectra were processed using 
FlexControl so]ware tool (Bruker Daltonics). Protein identi-
8cation was performed using the Mascot so]ware (http://
www.matrixscience.com/) to search the genome of C. vio-
laceum deposited in the NCBI data bank (http://
www.ncbi.nlm.nih.gov/NCBInr). ,e search parameters 
were: other proteobacteria as the taxonomic group, monoi-
sotopic mass, tolerance of 0.5 Da, 1 missed cleavage, carbam-
idomethylation of cysteine as a 8xed modi8cation, and oxi-
dation of methionine as a variable modi8cation. 

3. Results and Discussion 

Exposure of C. violaceum to arsenite altered the expression 
of 26 spots on the DIGE, 23 of which were increased and 3 
reduced (Fig. 1). ,e range of the di;erent ratio of spot in-
tensities of bacteria treated with arsenite in comparison to 
control levels is between 1.3 and 2.4. ,e di;erential spots 
were cut, digested with trypsin and submitted to analysis by 
MS and MS/MS. Eight proteins were identi8ed in 10 spots, 
two of which were identi8ed by PMF, four by MS/MS and 
four by PMF and MS/MS (Table 1). 

,e di;erential proteome of C. violaceum in response to 
arsenite revealed that the major alterations caused by this 
metalloid are associated with oxidative stress. ,ree proteins 
directly involved in the cellular response to oxidative stress 
had their expression increased in response to arsenite: super-
oxide dismutase (SOD), glutathione-S-transferase (GST) and 
glutaredoxin (Grx). Spots 907 and 909, identi8ed as the en-
zyme SOD, had the same molecular weight and a small 
di;erence in pI, which could be due to posttranslational 

modi8cations. ,e same was found for spots 891 and 901, 
identi8ed as a protein of the GST family. 

Oxidative stress occurs when reactive oxygen species 
(ROS) are elevated, which could cause lipid peroxidation, 
DNA damage and protein oxidation [19], as well as inactiva-

tion of iron-sulfur centers, which are essential for many elec-
tron transfer proteins. 

,e enzyme SOD converts the superoxide ion into hydro-
gen peroxide, which is then reduced to H2O by peroxidases, 
such as the peroxiredoxins (Prx), which are dependent on 
the thioredoxin system [20]. ,e GSTs are enzymes that cat-
alyze the conjugation of glutathione with toxic agents and 
participate in the regeneration of S-thiolated proteins 
through oxidative stress [21]. ,e GST CV_0289 of C. vio-
laceum belongs to the beta class, speci8c to bacteria, and can 
aid in the response to arsenic-induced oxidative stress. In-
duction of these enzymes observed in C. violaceum would be 
due to the generation of ROS within the cell, induced by 
arsenic, and has been reported from other bacteria, includ-
ing Comamonas sp. [22], Herminiimonas arsenicoxydans 
[23] and Leptospirillum ferriphilum [24]. Arsenic disturbs 
the redox equilibrium through mechanisms such as activa-
tion of NADPH oxidase, inhibition of glutathione-
peroxidase and binding of thiol groups of regulatory pro-
teins [3, 25]. 

An increase in the expression of a single-strand DNA-
binding protein (SSB), CV_1889, was also observed in the 
proteome of C. violaceum. ,e SSBs have various functions 
involved in the replication, repair and recombination of 
DNA [26]. CV_1889 is part of DNA repair pathways 
through recombination and the SOS response of C. vio-
laceum [27]; and increased expression of this protein could 
have protective role against the DNA damage caused by oxi-
dative stress due to arsenic. 

Arsenic also a;ects metabolic pathways that are important 
for cell maintenance, increasing the expression of two en-
zymes involved in lipid metabolism, acyl-CoA dehydrogen-
ase (ACAD) and enoil-CoA hidratase (ECAH), an enzyme 
involved in amino acid metabolism, 3-hydroxyisobutyrate 

Figure 1. 2D-DIGE image of proteins of C. violaceum treated with 
arsenite. ,e circles show proteins whose expression increased and 
squares show proteins whose expression decreased with arsenite 
treatment. 
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dehydrogenase (3-HIBADH), and an enzyme involved in 
coenzyme metabolism, ribobavin synthase. 

,e two beta-oxidation enzymes that had increased ex-
pression, ACAD and ECAH, catalyze, respectively, the 8rst 
and second steps of the reaction cycle that liberates acetyl-
CoA, directed towards the citric acid or glyoxylate cycles, 
and electrons, carried by the coenzymes NADH and FADH2 
for the electron transport chain of energy generation. ,e 
activity of beta-oxidation enzymes is low when fatty acids are 
lacking; its genes are regulated by transcription factor FadR, 
cAMP, long-chain fatty acids and the life-cycle [28]. Expres-
sion of these enzymes can respond to stress conditions, such 
as salinity [29] and biosynthesis of polyhydroxyalkanoates 
[30]. 

Ribobavin synthase catalyzes the 8nal step of ribobavin 
biosynthesis (vitamin B2), precursor of the coenzymes FMN 
and FAD, which are bavoproteins that are essential for ener-
gy metabolism, oxidation-reduction reactions and biosyn-
thetic pathways, including the violacein biosynthetic path-
way [31]. ,e ribobavin biosynthesis pathway responds to 
stress provoked by superoxides [32], metals and low phos-
phate levels [33]. In C. violaceum, expression of the riboba-
vin synthase alpha subunit was increased by arsenic or by 
arsenic-induced oxidative stress; this could be a response to 
a need for coenzymes for oxidation-reduction reactions. ,e 
ribobavin biosynthesis pathway also consumes ribulose-5-
phosphate, produced by the pentose phosphate pathway, 
together with NADPH. 

C. violaceum treated with arsenite had increased expres-
sion of 3-HIBADH, a key enzyme in the metabolism of va-
line, which catalyzes the reversible oxidation of 3- hidroxy-
isobutyrate to methylmalonate semialdehyde. ,is reaction 

produces NADPH and can have L-serine, D-threonine and 
other 3-hydroxy acid derivatives as substrates [34]. ,e func-
tion of 3-HIBADH can be understood together with that of 
other enzymes of the oxidative pathways that had increased 
expression, suggesting an overall e;ort by the bacteria to 
supply redox repair reactions, recruiting equivalent reducers 
normally involved in the oxidation of amino acids and fatty 
acids.  

4. Conclusions 

,is is the 8rst proteomic analysis of resistance of C. vio-
laceum to arsenite, demonstrating the complexity of bacteri-
al adaptation to a stress condition. ,e results suggest that 
this bacterium develops an ample response to oxidative 
stress provoked by arsenite, activating various enzymes in-
volved in the elimination of oxygen radicals and repair of 
damage caused by these radicals, both at protein and DNA-
repair levels. Arsenite in the culture medium also induces 
the expression of various proteins involved in cell processes, 
including energy metabolism and production of equivalent 
reducers. 
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Spota RefSeqb Protein 
/eoretical 

MW / pI 
Scorec Ars/Ctrd 

Replication, recombination and repairh       

977e NP_901559 CV_1889 Single-strand DNA-binding protein 17.11 / 5.25 94 1.73 

Posttranslational modi$cation, protein turnover, chaperonesh       

749f NP_901706 CV_2036 Peroxiredoxin/glutaredoxin family protein 26.97 / 5.09 68 1.35 

891f NP_899959 CV_0289 Glutathione S-transferase family protein 22.60 / 5.91 248 1.45 

901g NP_899959 CV_0289 Glutathione S-transferase family protein 22.60 / 5.91 89 1.71 

Inorganic ion transport and metabolismh       

907g NP_902174 CV_2504 Superoxide dismutase 21.63 / 5.87 77 1.59 

909f NP_902174 CV_2504 Superoxide dismutase 21.63 / 5.87 148 1.59 

Coenzyme transport and metabolismh       

900e NP_902057 CV_2387 Ribobavin synthase subunit alpha 22.28 / 5.34 107 1.31 

Lipid transport and metabolismh       

488g NP_901754 CV_2084 Acyl-CoA dehydrogenase 42.00 / 5.64 85 1.41 

1454g NP_901753 CV_2083 Enoyl-CoA hydratase 29.40 / 6.34 88 1.30 

Amino Acid transport and metabolismh       

709f NP_901751 CV_2081 3-Hydroxyisobutyrate dehydrogenase 30.10 / 6.24 68 1.34 

Table 1. C. violaceum proteins that are di;erentially expressed in response to arsenite, identi8ed by MS and MS/MS . 

a. Spot number refers to Fig. 1. b. RefSeq = NCBI access number. c. Score = MASCOT Mowse score. d. Ratio of spot intensities of extracts of C. violaceum treated 
with arsenite, compared to control levels. e. Spot identi8ed by PMF; f. spot identi8ed by MS/MS; g. spot identi8ed by PMF and con8rmed by MS/MS. h. Func-
tional classi8cation according to COG (Clusters of Orthologous Groups) . 
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